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Decision importance as a cue for deferral

Job M. T. Krijnen∗ Marcel Zeelenberg† Seger M. Breugelmans‡

Abstract

A series of 7 experiments found that people defer important decisions more than unimportant decisions, and that this is independent of choice set composition. This finding persists even when deferral does not provide more flexibility (Experiment 2), when deferral has potential disadvantages (Experiment 3), and when deferral has no material benefits and is financially costly (Experiment 4). The effect of importance on deferral was independent of potential choice conflict (Experiment 5 & 6). The only exception was a situation in which one alternative was clearly dominant; here decision importance did not affect the likelihood of deferral (Experiment 7). These results suggest that people use decision importance as a cue for deferral: more important decisions should take more time and effort.
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1 Introduction

People often do not decide right away. Instead, they defer their decision to return to it at a later time. Think of a young couple delaying the decision to buy their first house. Or a child intending to buy a gift for its mother, but repeatedly walking out of stores empty-handed. Deferral can lead to better decisions by enabling a search for additional information or for better alternatives. However, deferral can also be risky. In the examples above, house prices might increase or gifts might be sold out. Another example—one that inspired our thinking on this topic—is the prevalent deferral of retirement saving decisions, which may negatively affect retirement income (Munnell, Golub-Sass & Webb, 2011). People who postpone their commitment to a retirement plan or strategy create time to search for more information or better plans, but while they do so, they are not saving yet. Because deferral may be an important determinant of the outcomes of people’s decisions, it is valuable to know what causes people to defer a decision. Why are some decisions made right away, whereas others are deferred?

Research on the determinants of deferral has focused primarily on the composition of the choice set and the associated difficulty of choosing (Dhar, 1997; Tversky & Shafir, 1992). People are more likely to defer a decision when they find it difficult to choose, which is particularly the case when the alternatives are close in attractiveness (i.e., when there is decisional conflict). In this article we examine another factor that may affect the likelihood of deferral—one that can be independent of the composition of the choice set and that is intrinsic to the decision itself. This factor is decision importance.

Decision importance can be defined as the potential impact of the decision on people’s lives. A decision is more important when the topic it concerns is central to a person’s values or identity, or when its consequences have more impact compared to other decisions (Harris & Sutton, 1983). For example, choosing a partner is more important when it concerns serious dating instead of a night out, and choosing whether to enroll in a retirement plan is more important when it concerns a large percentage of retirement income compared to when it concerns a small percentage. A decision can be important because its consequences reach far into the future, or a decision can be important because it affects many others and the decision-maker is accountable for the consequences. Yet, these different ways in which a decision can be important all refer to the potential impact of the decision on a person’s life.

Interestingly, decision importance may be a double-edged sword. On the one hand, it can easily be argued that people come to better decisions when the outcomes are more important. Let us illustrate this intuition by returning to the example of retirement saving. Governments, retirement funds, and employers try to motivate people to start saving because people typically start too late. One strategy is to emphasize the importance of retirement saving, building on the assumption that this helps people to make better decisions. Policies like employer matching and tax benefits make enrollment in a retirement plan financially attractive and thus more important because of its greater impact on future income (Antolín, De Serres & De la Maisonneuve, 2004). Financial education and marketing communication further
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emphasize the importance of retirement saving. For example, the US Department of Labor says “Your employer’s retirement saving plan is an essential part of your future financial security. It is important [emphasis added] to understand how your plan works and what benefits you will receive.” (U.S. Department of Labor, Employee Benefits Security Administration, 2013, p. 1). In a similar vein, the US governmental financial education website MyMoney.gov introduces the topic of saving and investing by saying “Saving is a key principle. People who make a habit of saving regularly, even saving small amounts, are well on their way to success. It’s important [emphasis added] to open a bank or credit union account so it will be simple and easy for you to save regularly.” (U.S. Department of the Treasury, Financial Literacy and Education Commission, n.d.).

Lay people share the intuition that emphasizing the importance of saving for retirement is a good idea. We presented a scenario to one hundred US participants via Amazon Mechanical Turk (MTurk) (Mage = 32.18, 44% female) that described Rick, who owns a company and wants more of his employees to enroll in the retirement plan he offers. Rick “organizes a meeting and invites a financial expert, who explains to all employees the importance of saving for retirement.” We asked participants: “Do you think that, after this meeting, Rick’s employees are (1) more likely to enroll in the retirement plan, (2) just as likely to enroll in the retirement plan as they were before, or (3) less likely to enroll in the retirement plan?” Seventy-five percent of the participants expected that employees would be more likely to enroll in a retirement plan after the importance of retirement was explained. None of the participants expected that emphasizing the importance of retirement saving would have a negative effect.

However, increasing or emphasizing the importance of a decision may actually have a negative side effect that has been relatively ignored until now. When making decisions, people trade off speed with accuracy. Investing more time and effort in decisions is anticipated to lead to more accurate decisions (Kleinmuntz & Schkade, 1993; Payne, Bettman & Luce, 1996). This is also reflected in everyday expressions, for example with the advice of “think twice” or to “sleep on it” when making important decisions. However, this may cause people to postpone important decisions, precisely because they have high ambitions and want to invest more time and effort (O’Donoghue & Rabin, 1999). Based on this reasoning, we expect that people use decision importance as a cue for deferral.

In this article, we set out to test whether an increase in decision importance increases deferral. It is of course true that people may have many different reasons to defer important decisions more than unimportant decisions, of which many have been studied before (e.g., Dhar, 1997; Tversky & Shafir, 1992). For instance, important decisions often involve choosing from large, complex choice sets with conflicting alternatives. However, the rank-order of decisions in terms of importance can be independent of the choice set composition. A high-stake retirement saving decision may involve the same set of alternatives as a low-stake retirement saving decision.

People may also defer important decisions more than unimportant decisions because searching for information and alternatives, or maintaining the flexibility to switch, can be more beneficial for important than for unimportant decisions. People may even defer important decisions simply because deferral is free and can do no harm. Yet again, this is not necessarily the case. For some important decisions, such as a choice between retirement plans, deferral may turn out to be costly.

That is why we want to explore whether the effect of importance on deferral is independent of the composition of the choice set and occurs even when deferral does not provide more flexibility, bears a risk, has no material benefits, and has financial costs. Do people in fact defer an important decision not because of the characteristics of the choice set or because of the benefits of deferral, but simply because the decision is important?

1.1 Outline of the studies

We conducted seven experiments to examine whether decision importance increases a preference for deferral. All participants were US residents, recruited and paid online via Amazon Mechanical Turk (MTurk). Participant samples from MTurk are more heterogeneous than for example college samples and provide decent quality data (see Paolacci & Chandler, 2014). We used a screening procedure to make sure that participants never took part in more than one of the experiments.

In all experiments, participants indicated whether they would choose one of the alternatives, or whether they would defer the decision. This methodological feature is necessary to test our hypotheses, but we realize that explicitly presenting deferral as another option may affect the rate of deferral. This means that the absolute deferral rate in our experiments may be higher than in situations where deferral is not explicitly mentioned. Because this effect is expected to be similar across conditions it cannot explain effects of the importance manipulation between conditions, which is the main focus of our studies.

After an initial demonstration that people prefer to defer important decisions more than unimportant decisions independent of choice set composition (Experiment 1), we tested whether this finding would hold when deferral does not provide more flexibility (Experiment 2), when deferral is potentially disadvantageous (Experiment 3), and when deferral has no material benefits and is financially costly (Experiment 4). In the second part of this article, we explore the boundaries of importance as a cue for deferral by testing
whether the effect persists under different levels of choice conflict (Experiment 5 and 6), and in a situation where the choice set contains one dominant alternative (Experiment 7).

2 Experiment 1: Deferral of important decisions

2.1 Method

Two hundred MTurk workers ($M_{age} = 29.18, SD = 8.68, 35.5\%$ female) completed a survey and received $0.10$. Participants were randomly assigned to an 80% or a 3% condition. On the first page, they read the following: “Imagine that you receive a letter from your employer. There are some attractive possibilities to save more for your retirement. On the next page you are going to make a decision about the available retirement plans. This decision will affect about 80% [3\%] of your income during retirement.”

To make sure that participants had read the relevant information, they could proceed only after correctly answering the question “what percentage of your retirement income could be affected by this decision?”. Those who answered incorrectly were again prompted with the scenario and the question until they answered correctly. Participants then indicated to what extent they agreed with three statements about the decision on a slider scale ranging from strongly disagree (0) to strongly agree (100). They responded to “the decision is important”, “the decision will be easy”, and “the decision will be difficult”. The ratings for ease (reverse-scored) and difficulty were combined into a single measure of decision difficulty, $r(198) = .77$. The expectation was that participants would anticipate the decision to be more important and more difficult when it concerned a larger percentage of their income during retirement. On the next page, participants read about the decision: “The letter from your employer describes the most popular retirement plan. This plan, Plan A, is relatively stable and seems to fit your needs. There are many other possible plans; information about these can be found on a website. Remember that the result of this decision will determine about 80% [3\%] of your retirement income. You could now either choose to participate in Plan A by checking a box and returning the letter, or you could look for more information on a website and decide later. What would you do in this situation?”

This decision to participate in Plan A or defer and search for other alternatives (adopted from Tversky & Shafir, 1992) was our main dependent variable.

2.2 Results & discussion

Participants in the 80% condition rated the decision as significantly more important ($M = 90.20, SD = 13.71$) than participants in the 3% condition ($M = 68.28, SD = 25.69$), $t(198) = 7.53, p < .001, d = 1.06$. Participants would defer the decision more often in the 80% condition (87\%) than in the 3% condition (69\%), $\chi^2(1, N = 200) = 9.44, p = .002, \varphi = .22$. Across condition, decision importance and decision difficulty were positively correlated, $r(198) = .50, p < .001$. Participants in the 80% condition expected the decision to be more difficult ($M = 71.54, SD = 18.19$) than participants in the 3% condition ($M = 49.58, SD = 23.40$), $t(198) = 7.41, p < .001, d = 1.05$.

People defer important decisions more than unimportant decisions, even when the choice set is the same in both situations. This finding is consistent with the idea that people use decision importance as a cue for deferral.

3 Experiment 2: Flexibility and deferral

Deferring decisions simply because they are important can be advantageous when one uses the extra time to gather relevant information or to search for additional alternatives, and this effect is largest for important decisions. In other words, deferral often has the advantage of flexibility. However, sometimes a decision-maker retains this flexibility to search for better options, even after choosing one alternative. There are two possibilities as to what would happen in situations where this is the case. On the one hand, if people defer important decisions more because deferral provides the flexibility to find more information and better alternatives, we would expect them to not do so when this flexibility is the same after committing to one alternative. On the other hand, if people use importance as a cue for deferral, we would expect them to defer important decisions more, regardless of whether deferral provides more flexibility or not.

We provided participants with the scenario of Experiment 1, except this time we explicitly stated that participants could “switch plans or quit at any time.” This detail is crucial, in that it now made little sense to defer for the sake of keeping other possible alternatives available. In fact, participants always had the same possibilities to switch or quit, regardless of whether they enrolled or deferred. Deferral thus provided the same flexibility as choosing right away. One could even argue that deferral was sub-optimal, because participants would be saving less if they would defer than if they would choose Plan A right away. In the worst case, enrolling in Plan A would be a “quick fix” until the participant would find the perfect retirement plan. If participants would defer the important decision more than the unimportant decision, even in this situation, then this would support the notion of people using importance as a cue for deferral.
3.1 Method

Three hundred and two MTurk workers ($M_{age} = 31.75$, $SD = 9.45$, 39.4\% female) completed the survey and received $0.15. Participants were randomly assigned to the 80\% or 3\% conditions of Experiment 1. We added the sentence: “You can switch between plans or quit at any time.” To make sure that participants had read the relevant information, they could proceed only after correctly answering the questions “what percentage of your retirement income could be affected by this decision?” and “will you be able to switch between plans or quit at any time?”. Those who answered incorrectly were again prompted with the scenario and the question until they answered correctly. The rest was identical to Experiment 1.

3.2 Results & discussion

Participants in the 80\% condition rated the decision as significantly more important ($M = 89.19$, $SD = 15.43$) than participants in the 3\% condition ($M = 77.70$, $SD = 18.79$), $t(300) = 5.80, p < .001, d = 0.67$. Participants also deferred the decision more often in the 80\% condition (79.3\%) than in the 3\% condition (65.1\%), $\chi^2(1, N = 302) = 7.58, p = .006, \varphi = .16$. Across condition, the two-item measure of decision difficulty, $r(300) = .84$, and decision importance were correlated, $r(300) = .41, p < .001$. Participants in the 80\% condition expected the decision to be more difficult ($M = 67.49$, $SD = 21.65$) than participants in the 3\% condition ($M = 54.90$, $SD = 22.76$), $t(300) = 4.92, p < .001, d = 0.57$.

As in Experiment 1, participants in Experiment 2 indicated that they would defer the important decision more than the unimportant decision. This time, however, deferral could not be explained by retention of flexibility, because switching or quitting was possible at any time, both after deferral and after immediate enrollment. A test comparing the observed frequencies of deferral and choice in Experiment 1 and 2 with the frequencies that would be expected if the results in both experiments were the same is not significant, $\chi^2(2) = 2.84, p = .242$. The results of Experiment 1 and 2 are thus not different, meaning that the effect of importance on deferral is unaffected by the retention of flexibility after choice.

4 Experiment 3: Risky deferral

In many situations, deferral bears a risk. The consequences of choosing an alternative might change or alternatives might become unavailable over time. A clear example is the deferral of retirement saving decisions, which may negatively affect retirement income, as was the case in Experiment 2. Other instances are the reluctance to decide when buying a house, which can be costly in a tight market where houses sell quickly and house prices increase across the board, postponing going to the doctor while one’s condition worsens, or pushing forward the decision to have children, which increases the likelihood of infertility and birth defects. In some situations it may be unclear that deferral bears a risk, whereas in other situations people are well aware of this risk. In Experiment 3, we employed a consumer setting—the purchase of a laptop—to ask whether people would defer important decisions, even when it is clear that deferral has potential disadvantages, such as stock out.

This time we manipulated decision importance indirectly by stating that the purchase was either irreversible or reversible. We expected that participants would perceive the irreversible purchase as more important than the reversible purchase (Sela & Berger, 2012; Schrift, Netzer & Kivetz, 2011), and that they would thus defer the irreversible decision more than the reversible decision.

We also adopted Dhar’s “learning phase” (1997) to rule out one possible explanation for the deferral of important decisions. In previous experiments, participants could have been expecting to find more or better alternatives after deferring when the decision was important than when the decision was unimportant. Because now all participants reviewed all available alternatives before making the decision, a difference in expectations about the remaining alternatives would not explain an effect of purchase reversibility on preference for deferral.

4.1 Method

Three hundred and five MTurk workers ($M_{age} = 31.75$, $SD = 9.45$, 39.4\% female) participated and received $0.15 in return. Participants were randomly assigned to either the irreversible or reversible condition. Participants read: “Imagine that you are planning to buy a laptop. The alternatives you are considering are all on a special sale at a chain of stores in your city. They all cost $850, which you think is a good price.” Participants in the irreversible condition then read: “The store does not offer the option to return your laptop; once you buy a laptop, the purchase is irreversible.” Participants in the reversible condition instead read: “The store offers a special 6-month try-out period. Within this period, if you are not satisfied with your initial choice you are allowed to return it and choose another one.” Participants were then shown a list of all five available laptops under consideration. They were asked to review the list carefully and to make sure that they were familiar with the characteristics. Laptops were described by weight, internal memory, hard drive storage space, and battery life (e.g., Laptop A: 3.0 lbs, 4 GB internal memory, 320 GB hard drive, 8 hours battery life). Similar to the previous experiments, we checked whether participants read the scenario by asking: “Will you be able to return the chosen laptop if you do not like it?” Those who answered incorrectly were again prompted with the scenario and the question until they answered correctly.
Participants also rated how important the decision would be on a slider scale ranging from 0 (not important at all) to 100 (very important).

On the next page, participants read that the first store they visited only offered two of the five laptops. All participants saw the same two alternatives, Laptops B and C, including their characteristics. It was said that if they would decide not to purchase one of these alternatives right away, they may not be available later. As our main dependent variable, we asked what they would do in this situation. They could choose either Laptop B or C, or they could choose to “go to another store and look for one of the other alternatives”.

4.2 Results & discussion

Participants in the irreversible condition rated the decision as more important ($M = 76.71, SD = 25.49$) than those in the reversible condition ($M = 70.03, SD = 26.01$), $t(303) = 2.27$, $p = .024$, $d = 0.26$. Participants would also defer more in the irreversible (32.7%) than the reversible condition (21.1%), $\chi^2(1, N = 305) = 5.24$, $p = .022$, $\varphi = .13$. Thus, the results of Experiment 3 replicate those of Experiments 1 and 2, even though the manipulation in Experiment 3 seems to have had a weaker effect on the decision importance rating than the previous manipulations.

We draw two conclusions from this experiment. First, because all participants read the same list of alternatives that could become available in case of deferral, the deferral of important decisions cannot be attributed to a difference in expectations. Second, people defer important decisions more than unimportant decisions, even when it is clear that deferral is potentially disadvantageous.

5 Experiment 4: Costly deferral

Experiment 4 takes the idea of importance as a cue for deferral one step further, and creates a situation where deferral has no material benefits because it cannot produce more information. Also, we manipulated the financial costs of deferral, such that in two of the four conditions deferral was not only non-instrumental, but also financially costly. If people use importance as a cue for deferral, we would expect participants to defer important decisions when deferral has no material benefits and even when it has a financial cost.

5.1 Method

A total of 323 MTurk workers ($M_{age} = 28.82, SD = 8.10, 35.3\%$ female) participated in return for $0.20. Participants were randomly assigned to one of the conditions of the 2 (career impact: large impact vs. small impact) X 2 (deferral costs: $20 vs. no costs) between-participants design. Participants in the large impact [small impact] conditions read the following scenario: “Your employer offers you the opportunity to enroll in a ‘career development course’. Participating in such a course will improve your professional skills and will provide you with expertise and experience relevant to your career. You want to participate in one of the courses. However, you know that the choice between courses is extremely [not very] important for your career. This decision has a huge [almost no impact] on your future. Below are the three available courses with all the relevant pros and cons. There are no other options and you know that there is no other information available. All three courses start in twelve months. You can either decide right away and enroll in one of these three courses immediately, or you can wait and enroll in one of these courses next month.”

We manipulated deferral costs, by adding the sentence “only if you enroll immediately, you will get a $20 discount.” in the $20 conditions. We then described the alternatives by listing two pros and two cons for each of the three courses. As the dependent variable, participants indicated whether they would either immediately enroll in Course A, Course B, Course C, or whether they would wait and make their decision next month.

On a next page participants responded to eight statements about the decision between the three courses on a slider scale ranging from strongly disagree (0) to strongly agree (100). The first two statements were asked to check whether decisions differed in the way that we set out to: “the decision between courses is important” and “waiting until next month (instead of choosing immediately) has disadvantages.” The other six statements were asked for exploratory purposes and tapped into the decision difficulty (“the decision between courses is difficult”), anticipated regret (“I am afraid I will regret my decision later”), aspiration level (“I want to be completely certain about which course I like most before making the decision”), benefits of deferral (“waiting one month will lead to a better decision”), similarity (“all three courses seemed similar to me”), and equality in attractiveness (“all three courses seemed equally attractive to me”).

5.2 Results & discussion

A career impact X deferral costs ANOVA yielded a main effect of career impact on decision importance, $F(1, 319) = 48.965$, $p < .001$, $\eta^2_p = .13$. Choosing a course was perceived as more important in the large impact conditions ($M = 78.45, SD = 16.11$) than in the small impact conditions ($M = 60.73, SD = 27.77$). There was no main effect of deferral costs, $F(1, 319) = 0.046$, $p = .830$, and no interaction effect, $F(1, 319) = 1.01$, $p = .316$.

Another career impact X deferral costs ANOVA tested the effect on the perceived disadvantages of deferral. The analyses yielded a significant main effect of deferral costs, $F(1, 319) = 20.685$, $p < .001$, $\eta^2_p = .06$. Deferral was perceived
Table 1: Number of participants deferring per condition as a proportion of the total number of participants per condition for Experiment 4. The percentage of participants deferring in each condition is in parentheses.

<table>
<thead>
<tr>
<th>Career impact condition</th>
<th>Deferral costs condition</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small impact</td>
<td>No costs</td>
<td>21 / 162 (13.0%)</td>
</tr>
<tr>
<td></td>
<td>$20</td>
<td>27 / 162 (16.7%)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>61 / 323 (18.9%)</td>
</tr>
</tbody>
</table>

as having more disadvantages in the $20 conditions ($M = 68.49, SD = 25.78) than in the no costs conditions ($M = 55.12, SD = 26.95). The ANOVA indicated no main effect of career impact, $F(1, 319) = 0.033, p = .86$, and no interaction effect, $F(1, 319) = 0.756, p = .385$.

A logistic regression tested how the two experimental manipulations (career impact and deferral costs, without the interaction term) affected the preference for deferral. Career impact had a significant effect on deferral, odds ratio = 2.23, $p = .007$. In the small impact conditions 13% of participants deferred, whereas in the large impact conditions 24.8% of participants did so. Deferral costs had no effect on the likelihood of deferring, odds ratio = 0.74, $p = .298$. See Table 1 for the distribution of participants’ decisions per condition.

Decision importance was positively correlated with decision difficulty, $r(323) = .22, p < .001$, and aspiration level, $r(323) = .21, p < .001$. Participants who rated the decision as more important found it more difficult and wanted to be more certain before making a decision.

The pattern of results is consistent with the hypothesis that people defer important decisions more than unimportant decisions, regardless of whether deferral bears financial costs. The findings exclude the possibility that people simply defer important decisions when deferral can do no harm. We see that people would defer important decisions more than unimportant decisions, even in situations where deferral does not provide more flexibility (Experiment 2), where deferral itself has potential disadvantages (Experiment 3), and where deferral cannot lead to additional information and is financially costly (Experiment 4).

### 6 Experiment 5: Deferral and conflict

The findings reported above suggest that people may use decision importance as a cue for deferral. We now turn to the question of how the use of decision importance as a cue for deferral relates to previous work on choice conflict and deferral (Dhar, 1997; Tversky & Shafir, 1992). Is the deferral of important decisions independent from the possible effects of choice set composition? Experiments 5 and 6 explored this question and are nearly identical; we manipulated both decision importance and choice set composition, by presenting either one alternative or two conflicting alternatives. Our goal was to see whether people would defer important decisions more than unimportant decisions, regardless of whether the choice set consists of one alternative, or of two conflicting alternatives.

#### 6.1 Method

A total of 603 MTurk workers ($M_{age} = 27.52, SD = 8.30, 29.4\%$ female) participated in return for $0.10. Participants were randomly assigned to one of the conditions of the 2 (choice set: 1 alternative vs. 2 alternatives) X 2 (renting period: 2 years vs. 2 months) between-participants design. Participants read: “Imagine that you are looking for a new apartment.” We asked the following instruction attention check: “According to the situation, for how long are you going to rent the apartment?” Those who answered incorrectly were again prompted with the scenario and the question until they answered correctly. Participants rated the importance of the decision (“How important is this decision regarding your new apartment?”) on a slider scale ranging from not at all important (0) to very important (100).

On a next page, participants in the 1 alternative conditions read: “A website offers an apartment that fits your needs and is immediately available for a two-year [two-month] rent period. The apartment costs $780 per month, which you think is a very good price. What would you do in this situation?”

Participants in the 2 alternatives conditions read: “A website offers two apartments that fit your needs and are immediately available for a two-year [two-month] rent period. One apartment costs $780 per month. The other is slightly better located and costs $820 per month. You think both are very good prices. What would you do in this situation?”

Participants indicated whether they would rent the $780 apartment (available in all conditions), rent the slightly bet-
Table 2: Number of participants deferring per condition as a proportion of the total number of participants per condition for Experiment 5 and 6. The percentage of participants deferring in each condition is in parentheses.

<table>
<thead>
<tr>
<th>Renting period condition</th>
<th>1 alternative</th>
<th>2 alternatives</th>
<th>1 alternative</th>
<th>2 alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 months</td>
<td>88 / 152 (57.9%)</td>
<td>61 / 151 (40.4%)</td>
<td>88 / 154 (57.1%)</td>
<td>74 / 146 (50.7%)</td>
</tr>
<tr>
<td>2 years</td>
<td>117 / 150 (78.0%)</td>
<td>80 / 150 (53.3%)</td>
<td>119 / 153 (77.8%)</td>
<td>92 / 154 (59.7%)</td>
</tr>
</tbody>
</table>

A test including the interaction term showed no significant interaction effect.

6.2 Results & discussion

An ANOVA yielded a significant main effect of renting period on decision importance, $F(1, 599) = 80.720, p < .001, \eta^2_p = .12$. Choosing an apartment was perceived as more important in the 2 years conditions (M = 87.43, SD = 13.31) than in the 2 months conditions (M = 73.73, SD = 22.85). The main effect of choice set, $F(1, 599) = 2.345, p = .126$, and the interaction, $F(1, 599) = 0.155, p = .693$, were not significant.

We conducted a logistic regression to explore how the manipulations (choice set, renting period, without the interaction term) affected the likelihood of deferral (coded 0 for participants who chose either one of the apartments and 1 for those who deferred). Renting period affected the likelihood of deferring, odds ratio = 2.05, $p < .001$. In the 2 months conditions 49.2% of participants would defer, whereas in the 2 years conditions 65.7% of participants would do so. See Table 2 for the distribution of participants’ decisions per condition.

7 Experiment 6: Deferral and conflict II

This experiment is an almost direct replication of Experiment 5. The only difference was that the price of the added alternative in the 2 alternatives conditions was changed from $820 to $840 (based on pilot testing) to create a more conflicting choice set. Six hundred and seven MTurk workers ($M_{age} = 27.23, SD = 8.45, 32.5\%$ female) participated in return for $0.10.

Participants in the 2 years conditions rated the decision between apartments as significantly more important ($M = 85.65, SD = 15.26$) than those in the 2 months conditions ($M = 75.34, SD = 21.33$), $F(1, 603) = 46.887, p < .001, \eta^2_p = .07$. There was again no main effect of choice set, $F(1, 603) = 0.019, p = .892$, and no interaction, $F(1, 603) = 0.055, p = .815$.

A logistic regression\(^4\) again showed a significant effect of renting period on decision deferral, odds ratio = 1.91, $p < .001$. In the 2 months conditions 54.0% of participants would defer, whereas in the 2 years conditions 68.7% of participants would do so. There was again a main effect of the choice set size, odds ratio = 0.58, $p = .002$. See Table 2 for the distribution of decisions per condition.

Experiments 5 and 6 thus found that people would defer decisions based on the importance of the decision, regardless of whether the choice set consisted of only one alternative, or of two conflicting alternatives. The final experiment asked whether people would defer important decisions even when a clearly dominant alternative is available. In other words, is decision importance used as a cue for deferral, even when there is little to no ambiguity about the time and effort actually needed to come to a good decision?

8 Experiment 7: Deferral with a dominant alternative

8.1 Method

Three hundred MTurk workers ($M_{age} = 28.75, SD = 10.23, 45.7\%$ female) participated in return for $0.10. Participants were randomly assigned to either the 2 years or the 2 months condition. They responded to a scenario similar to the corresponding 2 alternatives conditions in Experiment 5 and 6, with the only difference being the description of the two available apartments: apartment A cost $820 per month, and apartment B cost $780 per month and was slightly better located. Apartment B thus dominated apartment A on both price and location.

\(^4\)As in Experiment 5, we omitted the interaction term. A test including the interaction term showed no significant interaction effect.
8.2 Results & discussion

Choosing an apartment for a 2-month period was seen as less important (M = 76.24, SD = 21.58) than choosing one for a 2-year period (M = 85.60, SD = 14.91), t(298) = 4.37, p < .001, d = 0.50. Only three out of 300 participants chose the dominated apartment A. The rest chose either apartment B or deferred their choice. Deferral did not differ between the 2 months (40%) and the 2 years condition (46%), χ²(1, N = 300) = 1.10, p = .294.

These results indicate a first boundary condition to the role of decision importance as a cue for deferral. When people face a choice set containing a dominant alternative—one that is better than the other alternative on all dimensions—importance does not significantly affect deferral. Decision importance is used as a cue for deferral, but only when the decision-maker is ambiguous about how much time and effort is needed to come to a good decision.

9 General discussion

People prefer to defer important decisions more than unimportant decisions. This finding seems robust across domains (i.e., pension plans, laptops, career courses, and apartments) and across manipulations of importance (i.e., impact on retirement income, reversibility of laptop purchase, impact on career, and renting period of apartment). Deferral of important decisions was independent of choice set composition and of whether deferral provides more flexibility, bears a risk, is without material benefits, or is financially costly. We also found that people would defer important decisions more in situations where there is a single alternative available or where there are two conflicting alternatives. A final experiment showed that decision importance did not increase deferral when there was a clearly dominant option.

Taken together, these results point to the idea that people use decision importance as a cue for deferral. People infer the time and effort that should be invested in a decision based on the information and responding in a more or less fixed way (Gigerenzer & Gaissmaier, 2011; Tversky & Kahneman, 1974). Cialdini (2007) refers to these patterns of behavior as “click, whirr”; a specific feature of the situation (“click”) sets in motion a specific behavioral response (“whirr”), even when once in a while this response may not be optimal.

The notion that people use decision importance as a cue for deferral is also in line with previous research on decision difficulty. Beattie and Barlas (2001) found that perceptions of decision difficulty were closely related to the combined importance of the attributes under consideration. Moreover, studies by Sela and Berger (2012) have shown that people infer a sense of importance from perceptions of decision difficulty. Based on this inference, people were willing to invest even more time and effort into making a decision that felt difficult. Decisions that were objectively equally important thus became subjectively more important through the perception of difficulty. In our studies, we found a similar effect in the reverse direction: decisions that are objectively equally difficult can become subjectively more or less difficult through the perception of importance. Together, these studies and our current findings demonstrate a close link between perceptions of decision importance and perceptions of decision difficulty. People assume difficult decisions to be important and important decisions to be difficult.

We think that our findings also have implications for how to decrease the rate of deferral. People are less likely to defer when decisions are perceived as less important. One way to do this is by making the decision reversible. Thaler and Benartzi’s (2004) Save More Tomorrow™ saving plan emphasized that all saving decisions could be changed at any time, which led to higher participation rates and more saving (together with other aspects of the plan’s design). Retailers employ a similar strategy: by providing a full money back guarantee, they lower the consumer’s perception of the consequences of making a mistake (Davis, Gerstner & Hagerty, 1995), which in turn increases the intention to buy and the willingness to pay (e.g., Suwelack, Hogreve & Hoyer, 2011). For decisions that are reversible, such as choosing whether to be an organ donor or not, the reversibility could be emphasized with the aim of encouraging people to make a decision earlier. Based on the current findings, we expect such an emphasis on reversibility to be more effective than an emphasis on the importance of the decision.

We want to stress that the use of importance as a cue for deferral is not typically maladaptive or irrational. It makes sense to take more time and invest more effort in important decisions than in unimportant decisions. Moreover, selecting a decision strategy based on a single cue is simple and fast—it does not require extensive evaluation of the decision problem and its dynamics—which is another reason why it may be effective. However, using importance as a cue for deferral may occasionally cause people to defer important decisions simply because they are important.
decisions where there is no real benefit in doing so and it would thus be better to choose right away.

This brings us back to the deferral of retirement saving decisions, where strategies to motivate people to enroll in retirement plans often entail emphasizing the importance of saving for retirement (through financial benefits, financial education, and marketing communication). As we have seen, the intuitions of lay people are in line with those of the retirement industry; they think that emphasizing importance makes people more likely to enroll in a retirement plan, and if not, that it will certainly do no harm. But the present studies have shown that it can do harm. Making decisions important may backfire by causing more deferral, and thus make people less likely to enroll in a retirement plan.
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