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Abstract

We review complexity results for minimizing polynomials over the standard simplex and unit hypercube.

In addition, we show that there exists a polynomial time approximation scheme (PTAS) for minimizing Lipschitz continuous functions and functions with uniformly bounded Hessians over the standard simplex. This extends an earlier result by De Klerk, Laurent and Parrilo [A PTAS for the minimization of polynomials of fixed degree over the simplex, *Theoretical Computer Science*, to appear.]
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1 Introduction

In this paper we study the computational complexity of approximating the minimum value of a function on the standard simplex. This relatively simple optimization problem has several applications. If the function is quadratic, the applications already include portfolio optimization, population dynamics, genetics, finding maximum stable sets in graphs, and lower bounding the crossing number of certain classes of graphs.

There are not as many applications yet for more general functions, but one example is the training of neural networks (Beliakov and Abraham [4]). In this case the function is Lipschitz continuous, but transcendental.

We will prove the existence of a polynomial-time approximation scheme (PTAS) for minimizing Lipschitz continuous functions as well as functions with bounded Hessians over the simplex.

Some practical algorithms for optimization of Lipschitz continuous functions over the simplex have been investigated (see e.g. Bagirov and Rubinov [3]), but these algorithms are not known to have the PTAS property. It is therefore the purpose of this paper to show that it is meaningful to search for practical PTAS algorithms.
1.1 Complexity of approximating minima

Consider the generic optimization problem:

\[ f := \min \{ f(x) : x \in S \} . \] (1.1)

for some continuous \( f : \mathbb{R}^m \rightarrow \mathbb{R} \) and compact convex set \( S \), and let

\[ \bar{f} := \max \{ f(x) : x \in S \} , \]

In this paper we will consider the cases where \( S \) is the standard simplex

\[ \Delta_m := \left\{ x \in \mathbb{R}^m : \sum_i x_i = 1, \ x \geq 0 \right\} , \]

but we will also review known results for the hypercube \([0, 1]^m\).

The next definition has been used by several authors, including Ausiello, d’Atri and Protasi [2], Bellare and Rogaway [5], Bomze and De Klerk [6], De Klerk, Parrilo and Laurent [8], Nesterov et al. [21], and Vavasis [22].

**Definition 1.1** A value \( \psi_\epsilon \) approximates \( f \) with relative accuracy \( \epsilon \in [0, 1] \) if

\[ |\psi_\epsilon - f| \leq \epsilon (\bar{f} - f) . \]

Then one also says that \( \psi_\epsilon \) is an \( \epsilon \)-approximation of \( f \). The approximation is called implementable if \( \psi_\epsilon = f(x) \) for some \( x \in S \).

The following definition is from De Klerk, Laurent and Parrilo [8], and is consistent with the corresponding definition in combinatorial optimization.

**Definition 1.2 (PTAS)** If a problem allows an implementable approximation \( \psi_\epsilon = f(x_\epsilon) \) for each \( \epsilon \in (0, 1] \), such that \( x_\epsilon \in S \) can be computed in time polynomial in \( n \) and the bit size required to represent \( f \), we say that the problem allows a polynomial time approximation scheme (PTAS).

Since we will consider more general functions than polynomials, we need to elaborate on the notion of the bit size required to represent \( f \). We will only assume that \( f(x) \) may be computed in time polynomial in the bit size of \( x \).

Since, in practice, the evaluation of \( f \) can be costly, we will explicitly state the required number of function evaluations when stating results on the complexity of approximating \( f \).

1.2 Known complexity results

If \( S \) is the standard \( m \)-simplex, then computing \( f \) is an NP-hard problem, already for quadratic polynomials, as it contains the maximum stable set problem. Indeed, let \( G \) be a graph with adjacency matrix \( A \) and let
\[ I \] denote the identity matrix; then the maximum size \( \alpha(G) \) of a stable set in \( G \) can be expressed as
\[ \frac{1}{\alpha(G)} = \min_{x \in \Delta} x^T(I + A)x \]
by the theorem of Motzkin and Straus [20].

Bomze and De Klerk [6] showed that, for \( S = \Delta_m \) and \( f \) quadratic, problem (1.1) allows a PTAS. This result was extended to polynomials of fixed degree by De Klerk, Laurent, and Parrilo [8]. On the other hand, this problem cannot have a FPTAS, unless \( NP=ZPP \), due to inapproximability results for the maximum stable set problem by Håstad [16].

Another negative result is due to Bellare and Rogaway [5], who proved that if \( P \neq NP \) and \( \epsilon \in (0, 1/3) \), there is no polynomial time \( \epsilon \)-approximation algorithm for the problem of minimizing a polynomial of total degree \( d \geq 2 \) over the set \( S = \{ x \in [0,1]^m \mid Ax \leq b \} \).

If \( S = [0,1]^m \) and \( f \) quadratic, then problem (1.1) contains the maximum cut problem in graphs as a special case. Indeed, for a graph \( G = (V,E) \) with Laplacian matrix \( L \), the size of the maximum cut is given by
\[ |\text{maximum cut}| = \max_{x \in [-1,1]^V} \frac{1}{4}x^T L x = \max_{x \in [0,1]^V} \frac{1}{4} (2x - e)^T L (2x - e), \]
where \( e \) is the all-ones vector.

For the maximum cut problem there is a celebrated (1-0.878)-approximation result due to Goemans and Williamson [15], and related approximation results for quadratic optimization over a hypercube were given by Nesterov [21]. On the negative side, the maximum cut problem cannot be approximated within \( \epsilon = 1/17 \) (Håstad [17]), and it follows that problem (1.1) does not allow a PTAS for any class of functions that includes the quadratic polynomials if \( S = [0,1]^m \). So, in a well-defined sense optimization over the unit hypercube is much harder than over the simplex.

1.3 New results

We prove some new approximability results in the spirit of the abovementioned papers. In particular, we consider two classes of (multivariate) functions on the standard simplex that satisfy suitable "smoothness" conditions.

The first class is given by
\[ \left\{ f \in C(\Delta_m) : \omega \left( f, \frac{1}{\sqrt{m}} \right) = O \left( \frac{1}{\sqrt{m}} \left( \bar{f} - \underline{f} \right) \right) \right\}, \tag{1.2} \]
where \( \omega \) is the usual modulus of continuity, i.e.
\[ \omega(f, \delta) = \max_{x,y \in \Delta_m, \|x-y\| \leq \delta} |f(x) - f(y)|. \]

For the purposes of optimization, we may assume that
\[ \max_{x \in \Delta_m} |f(x)| =: \|f\|_{\infty, \Delta_m} \leq \bar{f} - \underline{f} \leq 2 \|f\|_{\infty, \Delta_m}, \]

3
by replacing \( f \) by \( f - f(x_0) \) for any fixed \( x_0 \in \Delta_m \). Thus the class of functions (1.2) may also be defined as

\[
\left\{ f \in C(\Delta_m) : \omega \left( f, \frac{1}{\sqrt{n}} \right) = O \left( \frac{1}{\sqrt{n}} \| f \|_{\infty, \Delta_m} \right) \right\}.
\]

This class contains the Lipschitz continuous functions on \( \Delta_m \) in the sense that it contains

\[
\text{cone} \left\{ f \in C(\Delta_m), \| f \|_{\infty, \Delta_m} = 1 : |f(x) - f(y)| \leq L \| x - y \| \; \forall x, y \in \Delta_m \right\},
\]

where \( L \) denotes a (Lipschitz) constant. In other words, each constant \( L \) defines a function class via (1.3), that is contained in the class (1.2).

The second class of functions we consider is

\[
\left\{ f \in C^2(\Delta_m) : \| \nabla^2 f \|_{\infty, \Delta_m} = O(f - f) \right\},
\]

where

\[
\| \nabla^2 f \|_{\infty, \Delta_m} := \max_{x \in \Delta_m} \rho(\nabla^2 f(x)),
\]

and \( \rho \) denotes the spectral radius of a matrix. As before, an equivalent definition is

\[
\left\{ f \in C^2(\Delta_m) : \| \nabla^2 f \|_{\infty, \Delta_m} = O(\| f \|_{\infty, \Delta_m}) \right\}.
\]

As before, we can view this set as the cone generated by functions of unit supremum norm and bounded Hessian norm on \( \Delta_m \).

We show that there exists a PTAS for the problem of minimizing a function from the classes (1.2) and (1.4) over \( \Delta_m \). Thus we will extend the main result in [8] to a larger class of nonlinear functions.

We use the properties of multivariate Bernstein operators as well as the main result in [8] to derive the new PTAS result. In particular, we approximate \( f \) using multivariate Bernstein polynomials, and subsequently apply the main result from [8]. Our review of multivariate Bernstein operators will be self-contained, but more information may be found in [1, 9, 10, 11, 12, 19, 23].

2 Positive linear operators

The results on Bernstein operators presented in the following sections may be derived in a simple way by using the framework of positive linear operators, and we review their basic properties here.

**Definition 2.1** A linear operator \( U \) acting on \( C(K) \), where \( K \subset \mathbb{R}^m \) is convex and compact, is called positive if \( f(x) \geq 0 \; \forall x \in K \) implies \((Uf)(x) \geq 0 \; \forall x \in K \).

We write \( f \geq 0 \) as shorthand for \( f(x) \geq 0 \; \forall x \in K \).

Note that

\[
g \geq f \implies Ug \geq Uf,
\]
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that in turn implies 
\[ U(|f|) \geq U(f) \text{ and } U(|f|) \geq U(-f) = -U(f), \]
i.e. \( U(|f|) \geq |U(f)|. \)

If \( U \) preserves constants, then its operator norm satisfies 
\[ \|U\| = \sup_{f \in C(K)} \|Uf\|_{\infty, K} = 1, \]
due to 
\[ |U(f)| \leq U(|f|) \leq U(\|f\|_{\infty, K} 1) = \|f\|_{\infty, K} U(1) = \|f\|_{\infty, K}. \]

The following result is taken from Waldron [23], but this type of analysis is in fact much older (cf. Theorem 4.4 in [9], Chapter 5 in [1], and the references therein).

**Theorem 2.1** Let \( U : C(K) \mapsto C(K) \) be a positive linear operator that preserves constants, and let \( f \in C^2(K) \) (or twice continuously differentiable on an open set containing \( K \) if \( \text{int}(K) = \emptyset \)). Let \( \phi_{1,i}(x) = x_i \) and \( \phi_{2,i}(x) = x_i^2 \) (\( i = 1, \ldots, m \)).

One has 
\[ |Uf - f| \leq \|\nabla f\|_{\infty, K} \sum_{i=1}^{m} |\phi_{1,i} - U(\phi_{1,i})| + \frac{1}{2} \|\nabla^2 f\|_{\infty, K} \sum_{i=1}^{m} (U(\phi_{2,i}) + \phi_{2,i} - 2\phi_{1,i} U(\phi_{1,i})). \]

In particular, if \( U \) also preserves linear functions, i.e. \( U\phi_{1,i} = \phi_{1,i} \) then one has 
\[ |Uf - f| \leq \frac{1}{2} \|\nabla^2 f\|_{\infty, K} \sum_{i=1}^{m} (U(\phi_{2,i}) - \phi_{2,i}). \]

**Proof.** Fix \( y \in K \). By Taylor’s theorem, for every \( x \in K \) one has 
\[ f(x) = f(y + (x - y)) = f(y) + \nabla f(y)^T (x - y) + \frac{1}{2} (x - y)^T \nabla^2 f(\zeta(x))(x - y), \]
where \( \zeta(x) = \alpha(x)x + (1 - \alpha(x))y \) for some \( \alpha(x) \in [0,1] \).

Applying the operator \( U \) on both sides we get 
\[ |Uf - f(y)| = \left| U \left( \nabla f(y)^T (\cdot - y) \right) + U \left( \frac{1}{2} (\cdot - y)^T \nabla^2 f(\zeta(\cdot))(\cdot - y) \right) \right| \]
\[ \leq \|\nabla f\|_{\infty, K} \sum_{i=1}^{m} |y_i - U(\phi_{1,i})| + \frac{1}{2} \|\nabla^2 f\|_{\infty, K} \sum_{i=1}^{m} (U(\phi_{2,i}) + y_i^2 - 2y_i U(\phi_{1,i})). \]

Evaluating the inequality at \( x = y \) completes the proof. \( \square \)

If we do not assume that \( f \in C^2(K) \), but merely that \( f \) is continuous on \( K \), then we have the following result in terms of the modulus of continuity of \( f \) (as opposed to the norm of the Hessian). The proof is simple, and we again include it for completeness.

**Theorem 2.2 (Proposition 5.1.5 in [1])** Let \( K \in \mathbb{R}^m \) be convex and compact, and let \( U : C(K) \mapsto C(K) \) be a positive linear operator that preserves affine functions.
Then for every \( f \in C(K) \), \( x \in K \), and \( \delta > 0 \) one has
\[
\| (Uf)(x) - f(x) \| \leq \left( 1 + \frac{1}{\delta^2} \sum_{i=1}^{m} |U\phi_{2,i}(x) - \phi_{2,i}(x)| \right) \omega(f, \delta).
\]

**Proof.** Fix \( f \in C(K) \), \( x \in K \) and \( \delta > 0 \). For any \( y \in K \) such that \( \|x - y\| > \delta \) one has (by the definition of \( \omega(f, \delta) \)):
\[
|f(y) - f(x)| \leq \left( 1 + \frac{1}{\delta} \|x - y\| \right) \omega(f, \delta)
\leq \left( 1 + \frac{1}{\delta^2} \|x - y\|^2 \right) \omega(f, \delta)
= \left( 1 + \frac{1}{\delta^2} (\|x\|^2 - 2x^T y + \|y\|^2) \right) \omega(f, \delta).
\]
Obviously, the same inequality holds if \( \|x - y\| \leq \delta \).

Applying \( U \) on both sides and evaluating the resulting inequality at \( y = x \) yields the required result. \( \square \)

These theorems are useful in the following setting. We will study a sequence of positive operators \( U_n \) that preserve affine functions, and such that
\[
\|U_n \phi_{2,i} - \phi_{2,i}\|_{\infty, K} \to 0 \text{ as } n \to \infty \quad (i = 1, \ldots, m).
\]
By the theorems above, this implies that \( U_n f \to f \) uniformly. The rate of convergence is determined by the rate of convergence in (2.6).

### 3 Univariate Bernstein operators

Let \( f \in C^2[0,1] \), and define the Bernstein basis for the univariate polynomials of degree at most \( n \) by
\[
p_{n,i}(x) = \binom{n}{i} x^i (1 - x)^{n-i} \quad (i = 0, \ldots, n).
\]

Consider the Bernstein approximation of \( f \) with respect to this basis:
\[
B_n(f)(x) := \sum_{k=0}^{n} f \left( \frac{k}{n} \right) p_{n,k}(x).
\]
One can use Theorem 2.1 to show that \( B_n(f) \) converges uniformly to \( f \). To this end, it is simple to verify (or see [9], Chapter 1, for a proof) that \( B_n \) is a positive linear operator that preserves constants, and
\[
(B_n(\phi_1))(x) = x, \quad (B_n(\phi_2))(x) = \phi_2(x) + \frac{1}{n} x (1 - x),
\]
where \( \phi_1(x) = x, \ \phi_2(x) = x^2 \), as before.
In other words, $B_n$ preserves linear functions as well. By Theorem 2.1, an error bound is therefore given by
\[ \|B_n(f) - f\|_{\infty,[0,1]} \leq \frac{x(1-x)}{2n} \|f^{(2)}\|_{\infty,[0,1]} \leq \frac{1}{8n} \|f^{(2)}\|_{\infty,[0,1]} . \]
For a discussion of these historical results see [19], and for recent developments [14].

4 Multivariate Bernstein operators on a simplex

Consider a twice continuously differentiable function $f$ defined on the standard $m$-simplex
\[ \Delta_m := \left\{ x \in \mathbb{R}^m : \sum_i x_i = 1, \ x \geq 0 \right\} . \]

The Bernstein approximation of $f$ of order $n$ on $\Delta_m$ is the polynomial
\[ B_n(f)(x) := \sum_{\alpha \in I(m,n)} f \left( \frac{\alpha}{n} \right) \frac{n!}{\alpha!} x^\alpha , \tag{4.9} \]
where
\[ I(m,n) := \left\{ \alpha \in \mathbb{N}_0^m \mid \sum_{i=1}^m \alpha_i = n \right\} , \ x^\alpha := x_1^{\alpha_1} \ldots x_m^{\alpha_m} , \ \alpha! := \prod_i \alpha_i! . \]

Note that this definition coincides with the definition for the univariate case when $m = 2$. Also note that finding the coefficients of $B_n(f)$ requires $|I(m,n)| = \binom{n+m}{m}$ evaluations of $f$.

Similarly to the univariate case, one can show that $B_n$ preserves linear functions and gives an $O(1/n)$-error for quadratic functions (see (3.8)). We include a proof for completeness.

Lemma 4.1 Let $f \in C^2(\Delta_m)$ and $B_n(f)$ as defined in (4.9). Then
\[ B_n(\phi_{1,i}) = \phi_{1,i} , \ B_n(\phi_{2,i})(x) = \phi_{2,i}(x) + \frac{1}{n} x_i(1-x_i) \ (i = 1, \ldots, m) , \tag{4.10} \]
where $\phi_{1,i}(x) = x_i$ and $\phi_{2,i}(x) = x_i^2$ ($i = 1, \ldots, m$) as before.

Proof. By (4.9), we have
\[ B_n(\phi_{1,i})(x) = \sum_{\alpha \in I(m,n)} \alpha_i \frac{n!}{n \alpha!} x^\alpha \]
\[ = x_i \sum_{\alpha \in I(m,n)} \frac{(n-1)!}{(\alpha - \epsilon_i)!} x^{n-\epsilon_i} \]
\[ = x_i \sum_{\beta \in I(m,n-1)} \frac{(n-1)!}{\beta!} x^\beta = x_i , \]
where \( e_i \) is the \( i \)th standard unit vector, and for the last equality we used the multinomial identity

\[
\left( \sum_{j=1}^{m} x_j \right)^k = \sum_{\beta \in I(m,k)} \frac{(k)!}{\beta!} x^\beta \quad (= 1 \text{ if } x \in \Delta_m).
\]

Similarly,

\[
B_n(\phi_2,i)(x) = \sum_{\alpha \in I(m,n)} \left( \frac{\alpha_i}{n} \right)^2 \frac{n!}{\alpha!} x^\alpha
\]

\[
= n - 1 \frac{1}{x_i} \sum_{\alpha \in I(m,n)} \frac{(n-2)!}{\alpha_i \neq 0,1} x^{\alpha-2e_i} \frac{1}{n} x_i \sum_{\alpha \in I(m,n)} \frac{(n-1)!}{(\alpha - e_i)!} x^{\alpha-e_i}
\]

\[
= n \frac{1}{n} x_i^2 + \frac{1}{n} x_i = x_i^2 + \frac{1}{n} x_i (1 - x_i).
\]

One therefore has the following approximation result, by Theorem 2.1, and we include a proof for completeness.

**Theorem 4.1** (see e.g. Waldron [23]) \( \) Let \( f \in C^2(\Delta_m) \) and \( B_n(f) \) as defined in (4.9). One has

\[
\|B_n(f) - f\|_{\infty, \Delta_m} \leq \frac{1}{2n} \|\nabla^2 f\|_{\infty, \Delta_m}.
\]

**Proof.** By Theorem 2.1, we only have to give an upper bound on

\[
\sum_{i=1}^{m} (B_n(\phi_2,i) - \phi_2,i)(x) = \frac{1}{n} \sum_{i=1}^{m} x_i (1 - x_i).
\]

Consider therefore the convex optimization problem

\[
\max_{x \in \Delta_m} \frac{1}{n} \sum_{i=1}^{m} x_i (1 - x_i).
\]

The KKT conditions for this problem are necessary and sufficient for optimality, and it is easy to verify that a KKT point is given by \( x_i = \frac{1}{m} \) \( (i = 1, \ldots, m) \). Thus

\[
\sum_{i=1}^{m} x_i (1 - x_i) \leq 1 - \frac{1}{m} \quad \forall x \in \Delta_m.
\]

If we only assume that \( f \) is continuous on \( \Delta_m \) then we can use Theorem 2.2 to derive the following result.
Theorem 4.2 (See e.g. [1], §5.2.11) Let \( f \in C(\Delta_m) \) and \( B_n(f) \) as defined in (4.9). One has
\[
\|B_n(f) - f\|_{\infty, \Delta_m} \leq 2\omega \left( f, \frac{1}{\sqrt{n}} \right).
\]

**Proof.** By Theorem 2.2, we have, for any \( \delta > 0 \),
\[
|(B_n f)(x) - f(x)| \leq \left( 1 + \frac{1}{\delta^2} \sum_{i=1}^{m} (B_n \phi_{2,i}(x) - \phi_{2,i}(x)) \right) \omega(f, \delta)
\]
\[
= \left( 1 + \frac{1}{\delta^2 n} \sum_{i=1}^{m} x_i (1 - x_i) \right) \omega(f, \delta)
\]
\[
\leq \left( 1 + \frac{1}{\delta^2 n} \right) \omega(f, \delta),
\]
where we have used (4.11) and (4.12) to obtain the last inequality. The required result now follows by setting \( \delta = \frac{1}{\sqrt{n}} \).

\begin{proof}
\end{proof}

5 Complexity analysis

One may use the results of the last section to derive complexity results for optimization over \( \Delta_m \). We use the following result due to De Klerk, Laurent, and Parrilo [8] (see also Faybusovich [13]).

**Theorem 5.1** Let \( p \) be a polynomial of total degree \( d \) on \( \Delta_m \). Then one may compute an \( x \in \Delta_m \) such that
\[
p(x) - p \leq \varepsilon (\bar{p} - p)
\]
in time polynomial in \( m \) and the bit size of the coefficients of \( p \), and exponential in \( d \) and in \( 1/\varepsilon \).

Combining Theorem 5.1 with Theorem 4.1 and Theorem 4.2 yields the following result.

**Theorem 5.2** Assume that \( \varepsilon > 0 \) is given and that \( f \) belongs to the class (1.2) or (1.4). Then one may compute an \( x \in \Delta_m \) such that
\[
f(x) - \Bar{f} \leq \varepsilon (\Bar{f} - \Bar{f})
\]
where the computation complexity is polynomial in \( m \) and in the bit size required to represent \( f \), and exponential in \( 1/\varepsilon \), and in addition requires \( \binom{m+n}{n} \) evaluations of \( f \), where \( n = O(1/\varepsilon) \).

**Proof.** We only give the proof for the function class (1.4). The proof when \( f \) belongs to the class (1.2) is
similar and requires Theorem 4.2.

For given $\epsilon > 0$, set $n = M/\epsilon = O(1/\epsilon)$ where we assume $\|\nabla^2 f\|_{\infty, \Delta_m} \leq M(\bar{f} - \underline{f})$. By Theorem 4.1, we have

$$\|B_n(f) - f\|_{\infty, \Delta_m} \leq \frac{\epsilon}{2}(\bar{f} - \underline{f}).$$  \hspace{1cm} (5.13)

Now use Theorem 5.1 to conclude that one can obtain an $\epsilon^2$-approximation to the minimum of $B_n(f)$ on $\Delta_m$ in time polynomial in $m$ and the bit sizes of the coefficients of $B_n(f)$, and exponential in $1/\epsilon$ and $M$.

Note that the coefficients of $B_n(f)$ in the Bernstein basis are $f(\alpha/n)$ ($\alpha \in I(m,n)$). By our general assumptions on $f$ in Section 1.1, these numbers have bit sizes bounded by a polynomial in the bit size required to represent $f$ and in $n$ and $m$.

Using (5.13) completes the proof. \hfill \square

**Corollary 5.1** There exists a PTAS for the problem $\min_{x \in \Delta} f(x)$ if $f$ belongs to the class (1.2) or (1.4).

## 6 Discussion

**Relation to derivative free optimization**

Our PTAS algorithms fall in the category of derivative free optimization methods, i.e. methods for optimization of functions where the gradient does not exist or is too expensive to compute in practice. (For a review of these methods see [7] and the references therein.)

Thus our PTAS result in Corollary 5.1 also implies that there exists a derivative free optimization algorithm for minimizing functions from the classes (1.2) and (1.4) over the simplex, that is also a PTAS.

Having said that, the algorithms presented here are probably not practical, due to the following reasons:

- The Bernstein approximation $B_n f$ of $f$ converges only linearly to $f$, and this convergence is known to be slow in practice as well.

- The PTAS for minimizing $B_n f$ over the simplex from [8] has complexity that depends on $n$ via $O(n^n)$. For the theoretical analysis, this was fine, but in practice the slow convergence of $B_n f$ to $f$ would obviously lead to prohibitive computational requirements.

However, we hope that our observations will lead to some practical algorithms for optimization over the simplex that retain the PTAS guarantee. For example, one could replace the Bernstein approximations by suitable splines to obtain faster convergence.
Which class of functions allows a PTAS for \( \min_{x \in \Delta_m} f(x) \)?

Our main result was to extend the result by De Klerk, Laurent, and Parrilo [8] (Theorem 5.1) on the existence of a PTAS for minimizing polynomials of fixed degree over the simplex to a larger class of nonlinear functions (Corollary 5.1).

Note however, that Corollary 5.1 does not imply Theorem 5.1, since polynomials of fixed degree on the simplex do not necessarily belong to the classes (1.2) or (1.4). The Markov inequality for an \( m \)-variate polynomial of total degree \( d \) defined on a convex body \( S \) states that

\[
\| \nabla p(\cdot)h \|_{\infty,S} \leq \frac{2d^2}{\omega(S)} \| p \|_{\infty,S} \quad \forall \| h \| = 1,
\]

(6.14)

where \( \omega(S) \) is the minimum distance between two distinct parallel supporting hyperplanes of \( S \) (see e.g. Kroó [18]).

For example, if \( S \) is the \( m \)-dimensional simplex

\[
S = \left\{ x \in \mathbb{R}^m : \sum_i x_i \leq 1, \ x \geq 0 \right\},
\]

then \( \omega(S) = 1/\sqrt{m} \). The Markov inequality (6.14) is sharp, which means that the class of \( n \)-variate polynomials of fixed total degree on the simplex is not a subset of the class (1.2).

Thus we do not yet have a complete understanding of the class of functions that allow a PTAS for the problem \( \min_{x \in \Delta_m} f(x) \).
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