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1 Introduction

This paper develops and empirically assesses a theoretical approach to explaining gender discrimination based on the household. Rational profit maximizing employers who face a moral hazard problem in production, are shown to find it optimal to pay women lower wages than they would pay to otherwise equivalent men. The explanation derives from the fact that individuals tend to form households with members of the opposite sex, and that, by their nature, households require services that cannot be adequately substituted with services purchased from the market. Individuals whose spouses are able to undertake the bulk of household work are freer to devote more of their own effort to their jobs, and consequently make better employees. We term this effect of a stay at home spouse on a worker’s productivity the “household interaction effect”. An implication of it is that, since individuals with stay at home spouses are more productive workers, competition in the market should raise their wages above those paid to workers without such spouses. However, since the current (or future) occupation of a person’s current (or future) spouse is not publicly known, nor easy to credibly signal, employers condition on the likelihood of an employee having such a spouse when estimating the worker’s market value. A critical conditioning variable is the employee’s gender, as well as the usual human capital variables such as education. The strength of gender’s effect is greatest for those individuals about whose household least can be inferred (i.e. the young with little work history), and is also strongest in those regions where participation rates vary greatly by gender. Thus in labor markets where few women are employed relative to men, the household interaction effect should be large, since in such places the probability of a man having a stay at home spouse is much higher than a woman’s so that the theory predicts a relatively large gender gap. In contrast, where gender participation rates are close, the household interaction effect will not vary greatly by gender and the gender gap should be smaller.

The paper’s empirical estimates utilize the variation in participation rates, across US states and years in CPS data from 1979-98, to determine the empirical relevance of this household interaction effect. The data supports the existence of such an effect which, due to its variation with state level participation rates, is easy to disentangle from the more traditional explanations for gender differences.

The present theory contrasts with the overwhelming majority of previous explanations of the gender gap by starting from a position of ex ante gender symmetry across the sexes.\(^1\) From a theoretical perspective, the paper is not the first to suggest a link between household composition

\(^1\)Becker (1971) assumes an exogenous preference for men over women on either the part of employers, customers or co-workers. Early statistical theories of discrimination assumed differences in the quality of productivity signals by gender, see Phelps (1973). Similarly, Milgrom and Oster’s (1987) invisibility hypothesis assumed that women’s productivity is, for exogenous reasons, more difficult to infer than men’s. For a fuller discussion of early theoretical work see Cain (1986).
and gender wage differentials. Previous work by Anderson and Francois (1997), Francois (1998b), Engineer and Welling (1997) and Kawaguchi (1997), have all demonstrated that a differential can arise when women are more likely to have a partner who also has a job. However, unlike these previous theories based on household composition, the model here is the first to generate gender wage differences within both occupations and industries, and it is the first to theoretically establish a link between aggregate participation rates and gender wage differences.\footnote{Previous theoretical explanations that start from ex ante gender symmetry are able to generate occupational exclusion, i.e. men getting some jobs and women others, but not a within occupation gender gap.} From a modelling perspective, this is a cumbersome exercise, since the combination of incentive compatibility conditions for workers and market clearing conditions for firms, renders the characterization of equilibrium far from straightforward. A contribution of this paper is thus in solving a model with closed form solutions that yields robust, testable implications. From an empirical point of view, the paper is, to our knowledge, the first to test for and empirically estimate the magnitude of such a household interaction effect.

We view as a strength of the theory developed here that it takes as its starting point complete ex ante gender equality. This is not to deny the possibility of exogenous gender differences in say attitudes to, or aptitudes for, child-rearing, or, more directly, exogenous differences in productivity. Our approach here is to take an agnostic position on these other factors and allow for them in our empirical work. Since there are already a number of existing theories that can explain gender discrimination by positing exogenous differences, we allow for these other factors to enter in our estimating equation by measuring what we call the “classical wage gap”. We do not model these effects directly in our theoretical work, although these could be appended, at the cost of some complexity, without mitigating the household interaction effect. We are, however, careful in the empirical work to identify only that part of the variation in wages which would not be predicted by these previous theories. Although, from a purely theoretical perspective, the complete ex ante symmetry of male and female characteristics implies that discrimination could equally well favor men, the theory predicts that the gender with the greatest full-time employment will have higher wages due to the household interaction effect. Thus, even though, by symmetry, there always exist equilibria in which women are paid higher than men, the data show that the necessary pre-conditions of such equilibria, over-representation of females, are not likely.

The results here weigh in against an almost persuasive view, recently argued by Darity and Mason (1998), that neoclassical economics is unable to provide convincing explanations of discrimination without assuming some sort of productive deficiency in the group experiencing the discrimination. Their reasoning is that, without productivity differences between men and women, such differences in economic outcomes should not persist when hiring is undertaken by competitive firms. Here, in contrast, the reason women are paid less is because fewer women, in aggregate, have good jobs. The theory developed here thus satisfies the dictates of competitive theory but,
at the same time, shows the source of female productive deficiency to be firms’ own actions: men
and women do differ in expected values, but only because of the equilibrium actions of firms.

The paper proceeds as follows: A formal model is developed in Section 2 generating testable
empirical implications that are not suggested by previous theories of discrimination. This is tested
using CPS data in section 3. Section 4 briefly concludes.

2 The Model

2.1 Dual labor market setting

The population is of size 1 and there is measure $\frac{1}{2}$ of each gender. All households are composed
of two individuals, one of each sex, we discuss the inclusion of single individuals into the model
later. Individuals form households with members of the opposite sex randomly and remain in
the household until death. All individuals are in either one of two possible employment states:
either in a full-time job, or not in a full-time job. For simplicity we treat all individuals not in
full-time work equivalently, be they in household production, casual work, part-time work, fully
unemployed, disabled or non-participating.\(^3\) There are an exogenous number, $N < 1$, firms, each
requiring one full time worker, so that there are at least $1 - N$ individuals not in full-time work
each period.\(^4\) Not all individuals have the requisite skills, background or qualifications required
to perform in full time jobs. The proportion of males able to do so is denoted $q^m < 1$ and corre-
spondingly it is $q^f < 1$ for females. It is assumed that an individual who is qualified to perform
in a full-time job is able to costlessly demonstrate their qualifications to a prospective employer.
Unqualified individuals produce no output in jobs. To preserve ex ante gender symmetry we will
assume that $q^m = q^f = q$ in what follows.\(^5\)

The economy is not constrained by the number of qualified individuals in aggregate,

\[
\frac{q}{2} + \frac{q}{2} = q > N. \tag{1}
\]

However, in order to rule out uninteresting equilibria in which all jobs are obtained by one sex,
and the other stays at home, we assume that there are more full-time jobs than qualified members
of either sex:

\[
\frac{q}{2} < N.
\]

Time is discrete, and individuals survive for another period with probability $p \in (0, 1)$. For
simplicity we assume no discounting since the term $p$ is sufficient to lower the valuation of future

\(^3\) Adding these additional states considerably complicates the analysis but will not affect the main results provided
that it remains the case that, in any of these states, individuals expend less effort at work than workers in full-time
employment.

\(^4\) The analysis is thus partial equilibrium, since we do not allow for firm entry and exit. After the main results
are established we discuss the consequences of allowing for firm entry endogenously.

\(^5\) It will be seen, however, that this symmetry assumption is not necessary for the existence of a gender gap.
returns. It also proves useful in generating labor market turnover, as will be seen subsequently. When individuals die, population turnover is immediate; identical individuals take their place so that both population size and composition remain constant. For simplicity again, the term \( p \) operates at the level of households so that the structure of households in the economy is also stationary.

### 2.2 Households

A central assumption made here is that the disutility of full-time work experienced by each household member is higher when both household members are working than when only one works. This is a reasonable assumption when households require the performance of certain tasks that cannot be substituted by purchases from the outside market. The best example of such tasks would be child-rearing, but the substitutability of other services may also be poor.\(^6\) In that case, these tasks must be provided by at least one household member, and their performance raises the disutility of exerting effort at work, for the usual reasons of diminishing marginal returns to leisure.

We model the household’s utility as collective, so that each individual’s utility can be represented by the household’s, and is thus a function of aggregate household variables only. This is without loss of generality, since the potential for specialization and gains from trade when treating household members separately, would also give rise to qualitatively similar results, as in Francois (1998b). Within period utility for a couple, \( i \) and \( j \), is given by

\[
U = w_i + w_j - c(e_i + e_j),
\]

where \( w \) denotes wages paid and \( e_i \) denotes person \( i \)'s effort exerted. The function \( c(\cdot) \) is twice continuously differentiable, increasing and convex, to reflect the increasing disutility to work and\(^7\)

\[ c(0) = 0. \]

### 2.3 Production

Each one of the measure \( N \) employers requires one qualified worker for production, and qualifications are observable. The type of contracts that can be enforced between an employer and a worker are limited by the verifiability of the tasks performed. We assume that effort contributed to tasks at work is not observable nor contractible but can be inferred by employers after a delay.

---

\(^6\)In Francois (1998b) the sources of this are more carefully explored. It is shown there that the disutility of essential housework rises with increased external work even if it is assumed that households are able to purchase services externally, and individuals have independent utility functions.

\(^7\)The chosen form of household structure is not essential for the paper’s main results and is used for ease of exposition only. Francois (1998a) develops an analogous model for a generalized household structure in which individuals are allowed to act independently or collectively, and for a generalized concave utility function, where all qualitative results are preserved. A critical assumption that is needed, however, is separability between consumption and work components of utility. This is standard in efficiency wage models.
of one period. Thus, by assumption, contracts conditioning worker payment on effort or output will not be entered into. The technology of full-time work is such that worker effort, $e$, is essential. There exists a critical level of effort, $\bar{e}$, such that:

$$
\begin{align*}
& e < \bar{e} \text{ yields output } = 0 \\
& e \geq \bar{e} \text{ yields output } = y.
\end{align*}
$$

In addition, young workers must work harder to learn the skills required in their occupation. This learning cost is denoted in income terms as an amount $k$, which is incurred by individuals in their first period of work. It is incurred independently of effort choice and cannot be avoided once employed. When skills are learned they do not have to be re-learned, so this cost only occurs in the first period of employment.\(^8\)

For simplicity we normalize the effort exerted and the wages received by unemployed individuals to 0.

It is efficient for all good jobs to be filled by one qualified worker from each household. That is:

$$
\begin{align*}
& y - c(\bar{e}) - k + \frac{p}{1-p} (y - c(\bar{e})) > 0 \\
& \Rightarrow y > c(\bar{e}) + (1-p)k.
\end{align*}
$$

\subsection*{2.4 Timing and information}

The timing of events is as follows: Each period a fraction $p$ of new households come into existence to replace the ones that died. Each household member has a spouse who may, or may not, be qualified. Since qualifications persist through life, unqualified individuals will always be unemployed. Qualified individuals, in contrast, can be productive workers. In order to obtain work they enter the hiring pool in their first period of life. We call this period the “young” period of life, individuals surviving for more than one period are referred to as “old”. It will be seen that only “young” individuals are hired from the hiring pool, in equilibrium, but it is possible for even the old to apply for a job. Employers with vacancies come to the hiring pool and can observe only a candidate’s qualifications, gender and age. Importantly they cannot observe the candidate’s spouse’s qualifications.\(^9\)

Since effort is not observable and output is non-contractible, there is a moral hazard problem in production. However, the possibility of repeated interaction between a worker and firm allows for this moral hazard to be solved by a standard efficiency wage contract. The existence of such contracts, in equilibrium, is formally established in the main proposition, but for now we

\(^8\)The technically convenient role of these learning costs in the model is to ensure wages are positive in all periods.

\(^9\)Note that this is consistent with the assumption that an employer does not have relevant information about an employee’s spouse. Since, in equilibrium, it will be seen that employees always have incentive to claim their spouse is unqualified, employers cannot trust employees’ announcements.
describe the actions which correspond to such a self-enforcing contract: Employers requiring an employee come to the hiring pool and call a wage, or wages at which they would be willing to hire an individual. These may vary by gender and age, for example \( w_f \) or \( w_m \), for women and men respectively. If they receive more than one applicant at their called wages, they choose one randomly. The agreed upon wage is paid to employees up front, and paired employers and employees then undertake production together. At the end of the period, employers observe output and infer effort. If output equals zero, the employer dismisses the employee and all other employers see this has occurred. If output equals \( y \), the individual is not dismissed, and this is also observed by other employers. Firms are free to compete amongst themselves for the services of workers by offering wages at any stage. This sequence is summarized below:

<table>
<thead>
<tr>
<th>Worker enters</th>
<th>Firms call</th>
<th>Some hired wages</th>
<th>Paid ( w^i )</th>
<th>Effort chosen - ( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young qualified</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hiring pool</td>
<td>Some</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Some</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Some</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.5 Incentive Compatibility Conditions

For a meaningful equilibrium in which positive output is produced it is necessary that workers’ incentive compatibility conditions hold. In an efficiency wage type equilibrium, shirkers obtain a one period benefit from shirking but are then dismissed and not re-hired in future. The wage benefit of having such good jobs must therefore be high enough to exceed the gain from shirking. But the gain from shirking depends on one's spouse's job. Thus incentive compatibility conditions vary depending on whether one’s spouse also has a job.

It will be established subsequently, that, when old, all working individuals receive the same wage, \( w^{old} \). The wages of the young, however, can potentially vary by gender, so we denote these by \( w^m \) and \( w^f \). We also restrict our attention to equilibria in which old individuals who are without work experience are never hired.\(^{10}\)

Let \( V^{CD} \) denote a person’s state. This is the expected lifetime utility of a person who is either employed, \( C = E \) or unemployed, \( C = U \), and whose spouse denoted by the second superscript, is similarly either employed, \( D = E \), or unemployed, \( D = U \). There are thus 4 possible states. The incentive compatibility condition for a young person of sex \( i \) whose spouse, sex \( j \), is employed is:

\[
 w^i + w^j - 2k - c(2\tau) + pV^{EE} \geq w^i + w^j - 2k - c(\tau) + pV^{UE}. \tag{3}
\]

If working, i.e., the left hand side of (3), the worker remains employed provided he or she stays alive, probability \( p \). If shirking, the right hand side, the worker benefits from lower effort but

\(^{10}\)It will be seen that, in equilibrium, firms are indifferent between hiring old individuals without work experience and hiring young individuals. By focusing only on equilibria in which this indifference is resolved in favour of the young, we considerably simplify calculation of value functions. Without this assumption qualitatively similar equilibria arise, though these are more complicated.
transitions into a bad job with value $V^{UE}$. Since, he or she never gets a good job again, the value of being in this state is:

$$V^{UE} = w^{old} - c(\bar{\tau}) + pV^{UE}$$

$$\Rightarrow V^{UE} = \frac{w^{old} - c(\bar{\tau})}{1 - p}.$$

Similarly, if the worker continues to not shirk in future, he or she will keep the job until death, that is:

$$V^{EE} = 2w^{old} - c(2\bar{\tau}) + pV^{EE}$$

$$\Rightarrow V^{EE} = \frac{2w^{old} - c(2\bar{\tau})}{1 - p}.$$

Substituting these into (3) yields the incentive compatibility condition for a worker whose spouse also has a job:

$$\frac{p}{1 - p} \left[2w^{old} - c(2\bar{\tau})\right] - c(2\bar{\tau}) \geq \frac{p}{1 - p} \left(w^{old} - c(\bar{\tau})\right) - c(\bar{\tau}). \quad (4)$$

Note that this condition does not depend on wages when young, but only the future wage that one will receive when old, $w^{old}$, a point to which we return shortly.

The analysis is almost identical for a person with a stay at home spouse. Again, for person of sex $i$ with spouse $j$, the conditions are:

$$w^i - c(\bar{\tau}) + pV^{EU} \geq w^i + pV^{UU} \quad (5)$$

$$V^{UU} = 0 \quad (6)$$

$$V^{EU} = \frac{w^{old} - c(\bar{\tau})}{1 - p} \quad (6)$$

Once again the incentive compatibility condition only depends on the wage paid when old:

$$\frac{p}{1 - p} \left[w^{old} - c(\bar{\tau})\right] - c(\bar{\tau}) \geq 0. \quad (7)$$

These conditions imply the following:

**Proposition 1** Binding incentive compatible wages are higher for individuals whose spouses have employment.

Proof: Immediate by contrasting incentive compatibility conditions for working and non-working spouses and noting the convexity of $c(.)$. ■

The intuition for this is straightforward: if your spouse also has a good job your household’s opportunity cost of work is high. Wages then need to be higher to ensure incentive compatibility.
The relevant wage is not the current wage, since this is received whether shirking or not, but the wage received in future periods, $w^{old}$, which is determined subsequently.

We now place a substantive restriction on the disutility of effort. In particular, we assume that the effort required when both household members have good jobs is prohibitively high:

Assumption 1:

$$c(2\pi) > 2y.$$  \hfill (8)

The assumption implies that households with both members in good jobs suffer so great a disutility to working that the optimal action is for one member to shirk. To see this, note that even if employees were paid the full value of output, $w = y$, they would still not be sufficiently compensated for the disutility of effort. It is a strong assumption and clearly not valid for all households in reality, we pause to discuss why it is reasonable here. The assumption renders it infeasible for both household members to pursue careers simultaneously. Households then may have both individuals accepting jobs when young, but (8) ensures one of them will give up this job by shirking. In reality, there is enough heterogeneity in real world labor markets to observe households where both household members pursue demanding careers. Allowing for this sort of heterogeneity here would complicate our analysis without modifying our results provided it is still the case that people with stay at home spouses are more likely to persist in their careers than people with spouses also working full-time. This greater likeliness of persisting at work with a stay at home spouse is the substantive assumption that is necessary here. Provided this holds, then the expected value of an employee with a stay at home spouse will exceed that of an employee whose spouse works. Assumption 1 simply takes this to an extreme by assuming that in all households only one individual will choose to pursue a career, i.e. not shirk.

2.6 Expected value of an employee

First consider the expected value of employing an old individual. Old individuals who are known not to have shirked in the first period of their lives will be believed not to shirk in any subsequent period. This is because, if incentive compatibility held for them then, their spouse must not also have had a good job, or, if he or she did, the spouse shirked. In either case, since we focus on equilibria in which old individuals without work experience are not hired, that spouse will not obtain a job in future, so that the present old individual will continue to find it optimal to contribute effort for every period that he or she stays in the labor market. Therefore, if we denote the one period value of hiring an old employee at wage $w^{old}$ by $E^{old}(w^{old})$, it is given by:

$$E^{old}(w^{old}) = y - w^{old}.$$  \hfill (9)

Now consider the expected value of hiring a young employee. Such individuals are hired from the hiring pool, they have no employment history and it is not possible for employers to
accurately infer the likely occupation of their spouse. Since Assumption 1 ensures that incentive compatibility will not hold in households where both have good jobs, one person will shirk. We assume the shirker is chosen randomly from both household members.\footnote{11}

Let the probability of a man who is young obtaining a job be denoted \( \frac{1}{2} m \); correspondingly this is \( \frac{1}{2} f \) for women.\footnote{12} The one period expected value of hiring a qualified man from the hiring pool at a wage \( w^m \) is thus:

\[
E^m (w^m) = (1 - \rho^f) (y - w^m) + \rho^f \left( \frac{1}{2} (y - w^m) - \frac{1}{2} w^m \right),
\]

since with probability \( (1 - \rho^f) \) his spouse does not have a job, and with probability \( \rho^f \) she does, so that there is then probability \( \frac{1}{2} \) he shirks. The symmetric holds for females with \( \rho^m \) replacing \( \rho^f \).

If we let \( \delta \) denote the proportion of jobs held by men in equilibrium, then male over-representation in good jobs is denoted by \( \delta > \frac{1}{2} \). It is useful to re-express \( \rho^m \) and \( \rho^f \) in terms of \( \delta \). Since \( p \) people die each period, and the measure of jobs is \( N \), there are \( pN \) new jobs available each period. There are also \( pq > pN \) new qualified applicants in the pool. By definition we then have \( \delta pN \) new jobs obtained by men, and \( (1 - \delta) pN \) new jobs obtained by women. Thus the probability of a qualified man obtaining a good job is \( \frac{2\delta N}{q} \), and similarly this probability is \( \frac{2(1-\delta)N}{q} \) for qualified females. Thus we can re-express (10) as:

\[
E^m (w^m) = (1 - q) (y - w^m) + q \frac{(1 - \delta) N}{q} \left( \frac{1}{2} (y - w^m) - \frac{1}{2} w^m \right) \\
+ q \left( 1 - \frac{(1 - \delta) N}{q} \right) (y - w^m) \\
\Rightarrow E^m (w^m) = (1 - q) (y - w^m) + (1 - \delta) N \left( \frac{1}{2} (y - w^m) - \frac{1}{2} w^m \right) \\
+ (q - (1 - \delta) N) (y - w^m).
\]

(11)

In each of these expressions the three terms correspond to the three possible outcomes that can occur when hiring a qualified individual: the first occurs when the individual does not have a qualified spouse, the third, when their qualified spouse does not find work and the second when their qualified spouse has a job. The second expression shows the potential loss, which occurs with probability \( \frac{1}{2} \), of paying a worker who does not perform. The expression further simplifies to:

\[
E^m (w^m) = y - w^m - (1 - \delta) N \frac{y}{2}
\]

(12)

\footnote{11}It will be seen that, even if young individuals are paid different wages by sex that the household’s utility is unaffected by the identity of the shirker, so this assumption is valid. 

\footnote{12}Since individuals who are young also have spouses who are young, and there is no assortative matching, the term \( \rho^f \) also denotes the probability that a person of sex \( i \) who is young has a spouse with a job. We discuss the implications of introducing assortative matching in the conclusions.
Once again, an analogous expression is generated for females, $E^f (w^f)$ with $\delta$ replacing $1 - \delta$.

$$E^f (w^f) = y - w^f - \delta Ny \frac{y}{2} \quad (13)$$

It can be seen directly from these expressions that, the higher is $\delta$, the higher is the expected value of a young male employee, and the lower that of a young female employee. Intuitively, the higher the over-representation of males in good jobs, the lower is the likelihood that a male will have a spouse also in a good job and, correspondingly, the higher is the likelihood that a female will have a spouse also in a good job. Since this is positively correlated with shirking, females’ expected values will be lower. If we impose the condition that the expected value of each individual employed must be equal, then we can solve explicitly for the wage differential as a function of $\delta$, that is:

$$E^m (w^m) = E^f (w^f)$$
$$\Rightarrow \quad w^m = w^f + Ny \left(\delta - \frac{1}{2}\right) \quad (14)$$

### 2.7 Equilibrium

Although conditions (12) and (13) and correspondingly (14) are the reason for the gender gap here, it remains to show that wages satisfying these can comprise an equilibrium. In an equilibrium, firms cannot benefit by deviating from the equilibrium wage schedule, workers cannot benefit from changing their effort decisions, and the expectations firms have about the likelihood of each gender shirking must be consistent with those realized by workers’ equilibrium actions. We now demonstrate that a wage differential consistent with conditions (12) and (13) and hence (14) constitutes an equilibrium. Since women and men are ex ante symmetric, if there exists an equilibrium in which men are over-represented ($\delta > \frac{1}{2}$), there always also exists a symmetric one in which their roles are reversed. Here we focus exclusively on the equilibrium in which men are over-represented, since these are the most empirically relevant:

**Proposition 2** If the value of output in full-time work, $y$, is high enough, the following wages constitute an equilibrium:

$$w^\text{old} = c(\overline{\tau}) + (1 - p) k + (1 - p) \delta Ny \frac{y}{2} \quad (15)$$

$$w^f = c(\overline{\tau}) + (1 - p) k - p\delta Ny \frac{y}{2} \quad (16)$$

$$w^m = c(\overline{\tau}) + (1 - p) k + (2\delta - p\delta - 1) Ny \frac{y}{2} \quad (17)$$

In this equilibrium: (i) wages of young women are lower than wages of young men, with the difference given by (14) (ii) wages of old men and women are equal, (iii) all young qualified men
obtain work, (iv) some qualified women do not obtain work (v) men of all ages are over-represented in full-time work.

Proof in appendix 1.

In equilibrium, men’s over-representation in good jobs implies they receive a higher wage than women, point (i). But since some young men shirk, this is still lower than the wages they receive when older, furthermore it is lower than older female’s wages which must, by competitive forces, equal those of older men, point (ii). The reason wages of females who stay in the labor market eventually catch up to their male counterparts is that their staying in the labor market allows employers to infer their commitment. The wage differential is explicitly given by (14). Levels are also solved for by using the young females’ binding participation constraints, but, since males’ participation constraints do not bind, all young males obtain the opportunities to receive good jobs when young, some females, however, do not, points (iii) and (iv). Finally, more men obtain good jobs, and fewer leave the labor market, so they are over-represented in good jobs for each age cohort, point (v).

The model’s outcomes are consistent with many components of the empirical record: (i) men are over-represented in high paying occupations, Gunderson (1989) Reskin and Roos (1991), (ii) though men are over-represented, there is still mixing of sexes within occupations, and averaging across occupations the gender wage gap favors men (iii) even without ex ante differences between the sexes, women are more likely to leave their current job, Viscusi (1980), Blau and Ferber (1986), Osterman (1982), and more likely to exit the labor market, even controlling for education and experience, see Bowlus (1997).

2.8 Properties of the equilibrium

In this gender gap equilibrium employers perceive the likelihood of women continuing in pursuit of careers to be lower than that of men, not, however, due to inherent gender differences, but rather because the proportion of men in good jobs exceeds that of women. This over-representation is depicted by the parameter $\delta$. As $\delta \to \frac{1}{2}$, there is gender equality, and as $\delta \to 1$ women are more severely under-represented. Comparative static analysis of this equilibrium yields the model’s predictions about variations in the gender gap with $\delta$:

Corollary 3 In a wage gap equilibrium, the size of the wage gap is strictly increasing in the relative proportions of men to women in employment, $\delta$.

Proof: Immediate from (14).
2.9 Robustness of the model

Before empirically assessing the model we pause to consider the consequences of relaxing the model’s main simplifying assumptions.

The analysis is partial equilibrium. That is, we have assumed throughout that the economy is not supply constrained by the aggregate number of skilled individuals and have treated the aggregate demand for labor as inelastic and exogenous. A more general framework with endogenous labor demand as a function of the wage (as in Shapiro and Stiglitz (1984)) will yield, in any efficiency wage equilibrium, excess supply of labor as we have assumed. This is because, with excess demand, wages are bid up until the demand disappears by firm exit. Note that this does not hold reciprocally for excess supply since incentive compatibility conditions force a lower bound on wages and rule out market clearing. Thus, our assumption of excess supply would arise endogenously in a general equilibrium model. Given the same pattern of entry, the characterization of equilibrium wages would be identical.

The introduction of single individuals will only affect results if these individuals are preferred to individuals who have spouses at home who are in good jobs. That is, if the benefits of being single, in terms of lower household time requirements, exceed the benefits of being married to someone who is not in a pressing job and can undertake much of the housework for you. If this were the case, then firms would strictly prefer to hire single individuals over married individuals. However, then the issue arises as to how firms can ensure that employees do in fact remain single. If it is costly to observe whether an individual who claims to be single, in fact remains single, then the considerations in the present paper again become important. In that case, though the probability of becoming married will not vary systematically by sex, firms will condition the costs of marriage (in terms of expected productivity) on a person’s sex. In an economy where men have most of the good jobs, the probability of a man obtaining a spouse who is also in a good job is relatively low compared with women, and a differential in expected values will again emerge. However, it is important for the model that not too many individuals are single. Clearly, with all individuals single, discrimination cannot arise in this model because household considerations become irrelevant. However, even though recent decades have seen unprecedented increases in the number of people remaining single, these still constitute a minority, so the significance of potential household interactions is likely to remain, see Popenoe (1993).

The model assumes no assortative matching of individuals, however assortative matching in the marriage market would imply that individuals in jobs are themselves more likely to have spouses in jobs. This raises the probability of an individual having a spouse who is also in a job in the hiring pool. However, since this affects both sexes symmetrically, rising proportionality for both men and women, it does not affect the relative valuations of men and women, and hence does not affect the qualitative results here.
The shirking based efficiency wage structure used here is not necessary for the model’s results to persist. The critical aspect for the theory here is that an employee’s departure is costly to the firm. Without costs, that is, if workers are paid their marginal products, firms will not mind workers leaving and will thus not wish to condition employment on likely household composition. The shirking based efficiency wage model used here contains such costs, but this is not the unique theoretical way of doing so. The turnover based efficiency wage models, for example as in Beaudry (1994), would yield qualitatively similar predictions about wage differentials, since there would again be a cost to employers from turnover. Thus, the shirking implication should not be seen as a robust qualitative feature of the discrimination examined here. Essential features are that these occupations require effort (so that total household work supplied is important) and that there is some cost to employers when employees choose to leave the labor market.

The model assumes that the probability of death, \(1 - p\), operates at the household level, which is highly unrealistic. If instead, it operated on individuals then it would be possible for individuals to be made single, at least temporarily. Adding this extension doubles the number of states, and corresponding value functions, making the model intractable, so we have not been able to solve for the case of death probabilities which operate at the individual level. However, since, once again, the effect of such a change is symmetric across sexes it would seem unlikely to affect the model’s qualitative outcomes.

Allowing individuals to be re-hired upon dismissal will tend to weaken the incentive compatibility conditions for women relative to those of men, thus lowering women’s incentive compatible wages, in comparison with those of men. This was the avenue by which women and men could be paid equivalent wages within occupations in Bulow and Summers (1986). However, in the present model, the equilibrium wage differential is not determined by differences in incentive compatible wages but rather by differences in expected value of male and female employees. (Recall that all that matters is that individuals with spouses in jobs have higher incentive compatible wages than those with spouses who do not work, which will continue to be true). Allowing the possibility of re-hiring individuals will lower incentive compatible wages for women relative to men, with the only possible effect of this, in equilibrium, being an increase in the magnitude of the gender gap, so that, qualitatively, the model’s results are again unaffected.

We conclude that the model’s qualitative implications, embodied in equations (15), (16) (17) and the Corollary, are robust to relaxation of the simplifying assumptions, and realistic extensions.

### 3 Empirical analysis

#### 3.1 Data

According to the theory in the previous sections employers condition on the distribution of males/females in the relevant labor market, that is the geographical segment of the labor market
from which the employer is hiring. We assume this to be the state. In our empirical analysis we use CPS data to test the predictions from the theory.\textsuperscript{13} More specifically, we use data prepared by the NBER with extract of the files from 1979 to 1998. Here, we give a brief description of the data (see for details Feenberg (1999)). The NBER-extracts include individual data for about 30,000 individuals each month for 240 months. There are about 50 variables that relate to employment (hours worked, earnings, industry, occupation, education, and unionization), age, sex, race, ethnicity, geographical location et cetera. An adult at each household is asked to report on the activities of all other persons in the household. There is a record in the file for each adult person.\textsuperscript{14} Each household entering the CPS is administered 4 monthly interviews, then ignored for 8 months, then interviewed again for 4 more months. If the household moves, they are not followed. For every year in the CPS dataset households in months 4 and 8 have been asked their usual weekly earnings/usual weekly hours. The NBER-extract only contains information from these months 4 and 8. So, an individual appears only once in any file year, but may reappear in the following year. We are interested in the effect of changes in the proportion of men in high paying jobs on the gender wage gap at the state level. Since the proportions are not likely to change at a high frequency, from every year we only use March data. As indicated in the previous sections, we expect the gender gap to apply only to young individuals. Therefore, we further reduce our sample to individuals between ages 25 and 34 years. For these individuals Figure 1, solid line, plots the relative hourly wage of males over the period. As has already been well documented, see O’Neill and Polachek (1993), this relative wage declined over the period.

\subsection*{3.2 Statistical model and estimates}

As indicated above, we assume the relevant geographical labor market to be the state and investigate the relevance of our theory by using log-earnings regressions. The variable distinguishing our theory from previous ones is the employment share, $\delta$, reflecting the degree of male over-representation in the relevant labor market (state and year) which, in turn, affects relative wages through the household interaction effect. We identify the household interaction effect from cross-state variation over calendar time of the share of females in the labor market.

We estimate the share of males in full-time employment, $\delta_{s,t}$ for state $s$ at year $t$, as follows:

\begin{equation}
\delta_{s,t} = 0.5 \cdot \frac{L_{m,s,t}/(L_{m,s,t} + L_{f,s,t})}{B_{m,s,t}/(B_{m,s,t} + B_{f,s,t})}
\end{equation}

\textsuperscript{13}CPS-data are limited in terms of information about individual workers concerning their ability, past labor market experience and family background characteristics. Altonji and Blank (1999) discuss a sensitivity analysis in which they compare gender wage gap estimates based on CPS-data with estimates based on more informative data from the National Longitudinal Survey of Youth-data. They conclude that the lack of information in the CPS-data is not very relevant when studying gender wage gaps.

\textsuperscript{14}The universe is the adult non-institutional population. In the NBER-extracts all persons 16 years of age and over are included.
where \( L \) stands for employment, \( B \) for the total number of individuals in the population between ages 25-34 in the sample, and the superscripts refer to male and female. Dividing through by the share of males in the population normalizes the employment share by controlling for sample size variations across states and times that differ by gender. Multiplying by 0.5 makes this empirical definition of \( \delta \) the same as the one in the theoretical section. Averaging over the period, \( \delta \) has a mean of 0.607 and a standard deviation of 0.060. Figure 1, dashed line, plots the value of \( \delta \) by year (averaging across states) over the period. As is broadly consistent with the theory, \( \delta \) has fallen over the period, reflecting the greater influx of females into full-time work, but still reflects males’ over-representation in full time work.

We base our estimates on a sample of 62,753 observations (see Appendix 2 for details on the data). In our estimates we start by assuming that all the state specific fixed differences in the gender wage gap might be related to differences in the male share in employment. Furthermore, we assume that nation-wide changes over time in the gender wage gap are also related to changes in the male share in employment. In the next subsection we investigate to what extent our results change if we explicitly allow for these state specific differences and trend-like changes in the gender wage gap. In the sensitivity analysis we present in the next subsection we also investigate to what extent our results apply to workers aged 35-44 and workers aged 45-54 years. Finally, we investigate to what extent the results we find may be driven by reversed causality whereby the declining gender wage gap induced females to enter the labor market.

### 3.2.1 Aggregate data

We start with regressions based on aggregate information, that is, average wages of full-time male and female workers per state per year, so we have 2,040 observations (51 states, 20 year, males and females). We estimated the following relationship:

\[
\ln w_{s,t}^k = \beta_s + \beta_t + \gamma \cdot d_f^{I} + \lambda_f^{I} \cdot (\delta_{s,t} - 0.5) \cdot d_f^{I} + \lambda_m^{I} \cdot (\delta_{s,t} - 0.5) \cdot (1 - d_f^{I}) + \epsilon_{s,t}^k
\]  

(19)

where \( w \) is the hourly wage (averaged over all males or females within a state in a particular year) and \( d_f^{I} \) a dummy variable with a value 1 for females and a value 0 for males. Furthermore, \( k \) is a superscript indicating whether the wage concerns males \((k = m)\) or females \((k = f)\), \( \beta_s \) and \( \beta_t \) are the fixed effects for state and calendar year. Finally, \( \gamma \) is the coefficient that represents the classical gender wage gap, \( \lambda_f^{I} \) (\( \lambda_m^{I} \)) is the coefficient that indicates to what extent female (male) wages are influenced by the household interaction effect and \( \epsilon \) is the error term. The coefficients are estimated using weighted least squares regression with the number of observations per group as weights. The estimation results are shown in Table 1.

The coefficient in the first column of Table 1 indicates that, on average, over the period and the states, the wage gap between males and females is 21.4%. The second column indicates that
household interaction is affecting both the male wage and the female wages. The higher the share of males in employment the lower the wage of females and the higher the wage of males. According to the estimated coefficients the classical wage gap, the wage gap that would remain if the share of males in employment were equal to 0.5, is now on average 14.7%. Since the average share of males in employment is 60.7%, female wages are reduced by 3.8%-points and male wages are increased by 3.1%-points. So, of the original wage gap of 21.4%, 6.9%-points can be attributed to the household interaction effect. In other words, about one third of the wage gap between males and females can be explained by the household interaction effect. The third column shows the estimation results if we impose \( \lambda_f = -\lambda_m = \bar{\lambda} \). As indicated by the value of the F-statistic we cannot reject the hypothesis that both household interaction effects have the same size (in absolute terms).

The fourth column of Table 1 shows how the wage gap changed over the period of time we consider, because we include a trend in the wage gap. In 1979 the gender wage gap was 30.4%, but on average every year the gap declined by 1.02%-points. Over the period 1979-1998 the wage gap decreased by 18.4%-points. Column five shows that part of this decline can be explained by the household interaction effect. After introducing a gender-specific time trend the value of \( \bar{\lambda} \) decreases (in absolute terms), but is still significantly different from zero. Finally, column six shows that even after including state specific gender wage gaps we still find a household interaction effect that is significantly different from zero. The result that household interaction is important seems to be quite robust.

### 3.2.2 Micro data

Next, we used the micro CPS-data to estimate wage regressions where the most extended is specified as:

\[
\ln w_n = \beta_s + \beta_t + \beta_a \cdot \text{age}_n + \beta_w \cdot \text{white}_n + \gamma \cdot d_{n}^{f} + \lambda_f \cdot (\delta_{s,t} - 0.5) \cdot d_{n}^{f} + \lambda_m \cdot (\delta_{s,t} - 0.5) \cdot (1 - d_{n}^{f}) + \epsilon_n
\]

where \( n \) is the subscript for individual, \( \text{age} \) indicates the age of the individual, \( \text{white} \) is an indicator for race and \( \beta_a \) represents vectors of fixed effects for industry, occupation and grade. Table 2 gives estimation results for the sample of 62,753 observations. The first column shows the estimation results for a model similar to the one used in the previous subsection where we ignore personal characteristics. The estimated gender wage gap of 20.8% is almost the same as the one presented in the first column of Table 1. The second column shows the parameter estimates of equation (27) where we include race and age and fixed effects for grade, industry and occupation. Now, the gender wage gap reduces to 15.8%. So 5%-points of the gender wage gap can be attributed to differences between males and females in terms of education, industry and occupation.
The third column shows that the classical gender wage gap (i.e., that attributable to non-household effects) reduces further to 12.4% if we introduce the household interaction effect. This effect is smaller than in the estimates using the aggregate data, but it is still significantly different from zero.

The fourth column shows the estimation results if we impose $\lambda_f = -\lambda_m = \bar{\lambda}$. Again, as indicated by the value of the F-statistic we cannot reject the hypothesis that both household interaction effects have the same size (in absolute terms).

### 3.3 Sensitivity analysis

To investigate the robustness of our results we performed several types of sensitivity analyses.\(^\text{15}\)

In the first sensitivity analysis, we investigated to what extent our results are influenced by our assumption that all state specific differences and trend changes in the gender wage gap are due to the household interaction effect. We did this previously when using the aggregate data and now we investigate to what extent the household interaction effect is also robust when using micro data.

We start with the introduction of a trend change in the gender wage gaps and then introduce state specific wage gaps. The first column of Table 3 shows that without including the household interaction effect there is a trend-like decline in the gender wage gap of 0.47%-points per year. The second column of Table 3 shows the trend in the wage gap when the household interaction effect is included. Now the gender wage gap decreases each year on average by 0.41%-points. The coefficient representing the household interaction effect with a value of -0.11 is smaller than before (in absolute terms), but still differs significantly from zero.

The third column of Table 3 shows the results if, in addition to a trend change in the gender wage gap, we introduce state specific gender wage gaps. This means that the information on which the household interaction effect has to be estimated is even more limited. Fixed state-specific gender wage gaps are now assumed not to be related to fixed state-specific differences in $\delta$, nor are they assumed to be related to trend changes in $\delta$ over time. As shown even now we find a household interaction effect of -0.069 that is different from zero at conventional levels of significance.

This part of the sensitivity analysis also gives an indication of the importance of the household interaction effect in the explanation of the gender wage gap. In the employment shares of males

---

\(^{15}\)One of the sensitivity analysis not reported in Tables 3 and 4 is the investigation whether the results are sensitive to the number of working hours per week. In our baseline analysis our sample consists of people that work full-time having a working week between 35 and 50 hours. If we restrict our sample to people that work exactly 40 hours per week our sample reduces to 45,421 observations. This restriction of the sample hardly affects the estimated household interaction coefficient, which then has a value of -0.177 (t-value: 5.3). Another sensitivity analysis not reported in tables is where we restricted the sample to whites. Then we find a household interaction coefficient of -0.159 (t-value: 5.0).
there is time invariant cross-state variation and there is a trend-like decline across the states. As shown in the theoretical part of the paper the employment share of males affects the gender wage gap. There is also time invariant cross-state variation in the gender wage gap and there is a trend-like decline across the states. In terms of relationships between the two we distinguish two extreme cases. The first extreme is where all time invariant cross-state variation in the employment shares of males is related to the time invariant cross-state variation in the gender wage gap. The same holds for the trend-like decline across the states. In this case in our empirical specification we do not allow for independent time invariant cross-state wage gaps or independent cross-state trend-like changes. All of these effects are assumed to captured by the coefficient $\lambda$, the household interaction effect. In this case we measure the maximum household interaction effect. This maximum estimate is presented in the third column of Table 2. So, the remaining classical wage gap is 12.4%, while it was 15.8% in the second column of Table 2. The household interaction effect reduced the gender wage gap by about 22%.

At the other extreme however, it could be that none of the time invariant cross state variation in the gender wage gap is related to the time invariant cross-state variation in the employment share of males. The same could hold for the trend-like decline across states. In this case we introduce time invariant cross state fixed effects for the wage gaps and also allow for a trend-like change in the wage gaps. Now $\lambda$ measures the minimum household interaction effect since all of fixed state differences and the trend-like decline are assumed to be unrelated to household interaction. This minimum estimate is presented in column (3) of Table 3. Whereas the value $\lambda$ of -0.163 in column (3) of Table 2 can be considered as an upper bound of the household interaction effect, the value of -0.069 in column (3) of Table 3 can be considered as the lower bound. The lower bound value implies that about 9% of the average gender wage gap is related to the household interaction effects. Combining both extremes we may conclude that the household interaction effect explains 10-20% of the overall gender wage gap. In the same way we can calculate the contribution of the household interaction effect to the decline in the gender wage gap. In column (1) of Table 3 the trend decline in the wage gap is 0.47% per year, in column (2) where the household interaction effect is included the trend decline in the wage gap reduces to 0.41% per year. So, the household interaction effect is responsible for about 13% of the decline in the gender wage gap. Additional estimates show that the differences in trend-like decline are hardly affected by introducing state specific gender wage gaps.

In our second sensitivity analysis we apply our estimation procedure to workers of age 35-44 and workers of age 45-54 years. Our theoretical model only predicts a household interaction based wage gap for young individuals. This is because older individuals have their career commitment inferred by their past performance and have their wages correspondingly bid up. The distinction between young and old in the model is dramatic, arising to the one period assumption on information about shirking. In reality, information would flow out more smoothly, and thus gender
differentials should decline more gradually. Nonetheless we should still expect to see some decline in the effect of \( \delta \) with age. Figures 2a and 2b show that a broadly similar pattern of decline in average wage gap and decrease in male over-representation occurred in the older age groups as well. Column (4) of Table 3 shows the estimation results for the age group 35-44. The household interaction effect is smaller (in absolute terms) than for the younger age group and in fact it is not significantly different from zero. As indicated in footnote c of Table 3 after state-specific effects are included the household interaction effect is closer to zero. Apparently the household interaction effect does not seem to be relevant for this age group. The difference in earnings between whites and non-whites of the age group 35-44 is similar to the difference for the younger age group, the effect of age is substantially smaller. For this age group every year of becoming older increases the wage with 0.5%.

As shown in the fifth column of Table 3, for the age group 45-54 the household interaction coefficient is also smaller (in absolute terms) than the coefficients of the younger age group, although it is still significantly different from zero. However, as soon as state-specific wage gaps are included the household interaction vanishes. For the older workers there is a white non-white wage gap of 6.3%, while age does not seem to matter. From all this we conclude that the data seems to support the existence of a household interaction effect only for younger workers. The increase in average wage gap by age, depicted in Figure 2b, is explained by the classical wage gap together with differences in characteristics, and not household interaction, as is consistent with the theoretical model.

Finally, we investigate to what extent our results are driven by labor supply effects\(^{16}\). It could be that the causality does not run from share of males to gender wage gap, but from gender wage gap to share of males. Then, the declining gender wage gap is causing an increased labor supply of females instead of the other way around. To test the validity of the labor supply effects we calculated the share of males in employment in three occupational groups by state and year. Our theoretical model predicts no relationship between occupational wage gaps and occupational male over-representation provided individuals are not more likely to marry someone of the same occupation. Because the occupational classification changed from 1983 on we restrict our estimates to the period 1983-1998. The three groups we distinguish are (DOCC 1983-1997 codes):

Group 1 (1-12): Administrators and officials (public administration), other executive administrators and managers, management related occupations, engineers, mathematical and computer scientists, natural scientist, health diagnosing occupations, health assessment and treating occu-

\(^{16}\)This part of our analysis is related to studies on occupational feminization of wages (see Sorensen (1990) and Altonji and Blank (1999) for an overview). In these studies of cross-sectional data the fraction of women within occupations turns out to be negatively related to both male and female earnings. Note that in our sensitivity analysis the cross-sectional variation in the share of women within an occupation is picked up by the occupational fixed effects.
pations, teachers, lawyers and judges, other professional speciality occupations.

Group 2 (13-26): Health technologists and technicians, engineering and science technicians, other technicians, supervisors and proprietors (sales occupations), sales representatives, sales workers and sales related occupations, supervisors-administrative support, computer equipment operators, secretaries, stenographers and typists, financial records and processing occupations, mail and message distributing, other administrative support occupations.

Group 3 (27-46): Private household service occupations, protective service occupations, food service occupations, health service occupations, cleaning and building service occupations, personal service occupations, mechanics and repairers, construction trades, other precision production occupations, machine operators and tenders, fabricators, assemblers and inspectors, motor vehicle operators, other transportation occupations and material moving, construction laborers, freight, stock, materials and other handlers, equipment cleaners and laborers, farm operations and managers, farm workers and related occupations, forestry and fishing occupations, armed forces currently civilian.

Figures 3a and 3b depict the share of males in employment and relative wage of males respectively, for these occupational groupings. The relationship we estimate separately for each occupational group \( k \) is:

\[
\ln w_n = \beta_s + \beta_t + \beta_z + \beta_{a, age} + \beta_{w, white} + \gamma.d_n^t + \epsilon_n
\]

\[
+ \bar{\lambda} \delta^*_{s,t} + \xi \delta^0_{s,t} + \epsilon_n
\]

where \( \delta^*_{s,t} = (\delta_{s,t} - 0.5).d_n^t - (\delta_{s,t} - 0.5)(1 - d_n^t) \) and \( \delta^0_{s,t} = \delta_{k,s,t}.d_n^t - \delta_{k,s,t}.(1 - d_n^t) \), in which \( \delta_{k,s,t} \) is the normalized share of males at the level of occupational group \( k \) in state \( s \) at year \( t \).\(^{17}\)

The new coefficient \( \xi \) indicates the effect of occupation specific shares of male employment. If this coefficient is significantly negative and the household interaction coefficient \( \bar{\lambda} \) is no longer significantly different from zero, this indicates reversed causality. The reason is clear. If changes in the gender wage gap at the level of an occupational group are related to occupational group specific changes in the share of males, rather than to state level changes, it is probably a labor supply effect that is driving this relation.

The estimation results are shown in Table 4. The first column of Table 4 shows that for the first occupational group the new coefficient \( \xi \) does not differ significantly from zero, while the ‘old’ coefficient \( \bar{\lambda} \) does. From the results in the lower part of the first column, where we omitted the occupational variable it appears that the classical gender wage gap in the first occupational group is 6.3%, which is substantially smaller than the average gender wage gap. Furthermore, the white non-white wage gap is 3.9%-points, which is also smaller than average. The effect of

\(^{17}\) \( \delta_{k,s,t} \) is defined similarly to (18) as the share of male workers in occupational group \( k \) in state \( s \) and year \( t \), divided by the share of males in the population in state \( s \) and year \( t \).
age is quite substantial. Every year of growing older increases the wage by 2.8%. The size of the coefficient of the household interaction effects is comparable to the one in the aggregate estimates.

The second column of Table 4 shows the estimation results for the second occupational group. Now the coefficient $\xi$ is significantly different from zero, but with the wrong sign. If we omit the occupational variable the household interaction effects is different from zero, but only at a 10%-level of significance. The white-non white wage differential and the effect of age for this occupational group are similar to the aggregate effects.

The third column of Table 4 gives the estimation results for the third occupational group. Here the coefficient $\xi$ is not significantly different from zero. The household interaction effect differs significantly from zero. For this group of occupations we find that the white-non white wage differential is quite substantial (9.9%), while the age effect is comparable to the average age effect.

All in all, we conclude from the estimation results presented in Table 4 that labor supply effects are not very important, while the household interaction effects is also valid for separate occupational groups.

4 Conclusions

The paper has developed a theoretical explanation of the gender wage gap which turns on the interaction between men and women in households. If men are over-represented in full-time employment, we show that firms rationally choose to hire women about whose labor market commitment they are unsure, only at strictly lower wages than the men. Further, the wage gap favoring men is positively related to the degree of male over-representation in the relevant labor market, thus allowing empirical testing of the model and distinguishing it from previous theories of discrimination. We tested our theory using CPS data over the period 1979-98 and found reasonably strong supporting evidence. We took an upper bound for the household interaction effect to be the estimate obtained when all trend like changes and state-specific differences in the gender wage gap were assumed to be captured by it. We estimated a lower bound for the household interaction effect under the assumption that neither trend like changes nor state-specific differences were related to it. The effect was significant even at the lower bound, and was robust to sensitivity analysis. Taking these lower and upper bounds, we conclude that between 10 and 20% of the average gender wage gap, and the decline in the gender wage gap, over the period 1979-1998 is related to the household interaction effect.
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5 Appendix 1: Proof of Proposition 2

We derive a sufficient condition under which an efficiency wage equilibrium satisfying the characteristics stated above exists. In such an equilibrium it is profit maximizing for firms to follow strategies ensuring that workers who contribute \( \bar{\pi} \) in employment are re-hired, and workers who shirk are dismissed. We also show that young workers receive equilibrium wages that differ by gender, denoted \( w^m_y \), \( w^f_y \) and that the old receive equilibrium wages that are gender invariant, denoted \( w^{old}_y \).

First note that by competition between firms, if an equilibrium exists in which young and old of both sexes are hired it is necessary that:

\[
E^m (w^m_y) = E^f (w^f_y) = E^{old} (w^{old}_y)
\]  

If not, some firms would be making higher expected profits and would bid away other’s employees upsetting the equilibrium. Thus, equilibrium relative wages must be satisfying these conditions, for given \( \delta \). We construct an equilibrium in which men are over-represented in good jobs, i.e. \( \delta > \frac{1}{2} \). Recall that the wages paid to young employees do not affect their incentive compatibility conditions, since these depend only on future wages, \( w^{old} \). This can be seen directly from (3) and (5) where the \( w \) terms cancel out of these equations. Thus, ignoring the incentive compatibility conditions for now, we focus on wages necessary to induce participation. For a young female worker the participation constraint is:

\[
w^f_y - c (\bar{\pi}) - k + \frac{p}{1-p} \left( w^{old}_y - c (\bar{\pi}) \right) \geq 0.
\]

Let the wage solving (24) with equality be denoted \( w^f_{pc} (w^{old}) \). By re-arrangement it is given by:

\[
w^f_{pc} (w^{old}) = c (\bar{\pi}) + k + \frac{p}{1-p} \left( w^{old}_y - c (\bar{\pi}) \right).
\]

It is a decreasing function of \( w^{old} \) because the higher the wage when old, the lower is the current wage a worker will require to participate when young, in anticipation of higher future wages.

We now demonstrate that with \( \delta > \frac{1}{2}, w^f_y = w^f_{pc} (w^{old}) \). If \( \delta > \frac{1}{2} \), to satisfy (23), young men must receive a higher wage than young women, point (i). This has already been solved for in condition (14) and we denote the pairs of wages satisfying this condition by \( \{w^m (w^f), w^f \} \). Necessarily any equilibrium wages must be from this set of pairs, since otherwise firm indifference conditions would be violated. Consider two candidate equilibrium wages satisfying (14) denoted \( w^f_1 \) and correspondingly \( \left( w^m (w^f_1) \right) \). Suppose that \( w^f_1 > w^f_{pc} (w^{old}) \). Then, necessarily \( \left( w^m (w^f_1) \right) > w^f_{pc} (w^{old}) \) too. Thus at the pair \( \left( w^m (w^f_1), w^f_1 \right) \) both sex’s participation constraints are satisfied but, from (1) either some young qualified men are not able to obtain good jobs, or some young qualified women are not. But, then firms can raise profits by hiring these individuals at wages below \( w^f_1 \) and \( \left( w^m (w^f_1) \right) \) respectively, because those who were both qualified and unemployed would be willing to participate at those wages, so that these wages cannot constitute an equilibrium. Thus, necessarily, \( w^f \neq w^f_{pc} (w^{old}) \), and since it can never be strictly less, we have \( w^f_s = w^f_{pc} (w^{old}) \), for any equilibrium value of \( w^{old}_s \). So that:

\[
w^f_s = c (\bar{\pi}) + k - \frac{p}{1-p} \left( w^{old}_s - c (\bar{\pi}) \right).
\]
Thus, necessarily, male equilibrium wages are \( w^m = \left( w^m \left( w^f \left( w^{old} \right) \right) \right) \), so that:

\[
    w^m = c(\tau) + k - \frac{p}{1-p} \left( w^{old} - c(\tau) \right) + Ny \left( \delta - \frac{1}{2} \right).
\]

(27)

Note that, at these wages, since (24) binds, young women are indifferent to participating, and all young men strictly prefer to participate. Thus male wages would fall, upsetting the equilibrium, unless all young men were offered good jobs, so that point (iii) in the proposition must be true. Thus we immediately have that \( \delta = \frac{2}{2N} > \frac{1}{2} \), and the young males’ probability of obtaining a good job is 1. Correspondingly women have probability of obtaining a good job given by \( \frac{N-q}{q} \) or \( \frac{(1-\delta)N}{q} \). Finally, we solve explicitly the value of \( w^f \) and \( w^{old} \) by using \( E^{old} (w^{old}) = E^f \left( w^f \right) \) and condition (26). The condition \( E^{old} (w^{old}) = E^f \left( w^f \right) \) yields:

\[
    w^f = w^{old} - \frac{\delta N}{2} y,
\]

which, when combined with (26) and (14) yields unique solutions for these wages:

\[
    w^{old} = c(\tau) + (1-p) k + (1-p) \left( \delta \frac{Ny}{2} \right)
\]

\[
    w^f = c(\tau) + (1-p) k - \left( p^6 \frac{Ny}{2} \right)
\]

\[
    w^m = c(\tau) + (1-p) k + \left( (2\delta - p\delta - 1) \frac{Ny}{2} \right),
\]

corresponding to those stated in the proposition. These three wages are necessary both for firm indifference to hold, and for participation constraints to be satisfied for both sexes. These wages are also the unique values satisfying these conditions since it is necessary that the participation constraint for females binds when there are some women who do not obtain full-time work. Finally, for these wages to constitute an equilibrium it is necessary that incentive compatibility, condition (5), holds, but it will not have to bind, since all men have the opportunity to obtain full-time work. A necessary and sufficient condition for this to hold is that \( w^{old} \) is high enough. Substituting in for \( w^{old} \) into (5) yields the following restriction on the primitives:

\[
    y \geq \frac{2c(\tau)}{p^6 N}.
\]

(28)

So that a necessary and sufficient condition for equations (15), (16), and (17) to constitute an equilibrium is that (28) holds.

6 Appendix 2: Details of the data

We use data from files from 1979 to 1998 of the Current Population Survey (CPS) as prepared by the NBER and made available through a CD-ROM. As indicated in the main text. As indicated in the main text we only use March data from every year. Our main analysis is based on data for individuals age 25-34 years. In addition to that we did analyses on data for individuals age 45-54 years. This appendix describes the way we constructed the datasets we used in the analysis and it gives some descriptives of these datasets. Our main task was to find variables that were defined in a consistent way throughout the period 1979-98. See for details on the NBER-dataset Feenberg (1999).
6.1 Variables

We create own variables and use the variable names as defined in the NBER-appendices, referring to them in italics. Note that $\delta$ is defined in the main text.

1. Wage: hourly wage $= \text{earnwke/uhourse}$. Here, $\text{earnwke} =$ edited or computed earnings per week in the job. Includes overtime tips and commissions. This information is partly based on the question “How much does ... usually earn per week at this job before deductions? Include any overtime pay, commissions, or tips usually received. Dollars.” $\text{uhourse}$ is defined as the number of hours per week the individual usually works. 
   
2. Sex: Code 1-2, recoded to 0-1, 1 being females.


4. Year: 20 interview year (last two digits): 79-98.

5. Age: Years of age, from 1994 on, this is derived from a question about date of birth.

6. White: Derived from the variable race. For the period 1979-88 this variable had three codes (1=White, 2=Black, 3=Other), for the period 1989-95 it had four codes (1=White, 2=Black, 3=American Indian, 4=Other), from 1996 on it had five codes (1=White, 2=Black, 3=American Indian, 4=Asian or Pacific Islander, 5=Other).

7. Grade: Until 1991 we use the variable gradeat that is defined as the highest grade of school attended. From 1992 on we use the variable grade92, the highest grade attended. In 1992 the BLS switched from years of schooling measure to a credential oriented measure. The coding of gradeat goes from 0 to 18, the coding of grade92 goes from 31 to 46. Feenberg (1999) indicates that “rumor has it that a labor economist who estimated wage equations for 1991 and 1992 without noticing the difference in the CPS education measure was surprised only by the change in the constant term.” We used dummy variables for each educational category until 1991 and each educational category from 1992 on.

8. Occupation: For the period 1979-82 we use the variable docc70, the 2-digit Detailed Occupation Recode from the 1970 Census, and for the period from 1983 on we use docc80, the 2-digit Detail Occupation Recode from the 1980 Census. This means that we distinguish 40 occupational categories before 1983 and 44 categories from 1983 on.

9. Industry: This is the variable dind, an NBER created 2-digit Detailed Industry Classification Code that is consistent over all the years covered.

6.2 From gross sample to net sample (age group 25-34 years)

If we only restrict the data to individuals age 25-34 in the March surveys the total sample for the 51 states and 20 years counts 118,403 observations. This is what we call our gross sample. In this gross sample for some variables not all 118,403 observations are valid or available: earnwke (82,255 observations), uhourse (82,560 observations), occupation (109,380 observations), industry (107,029 observations).

To create our net sample we select only those observations satisfying all of the following four criteria:

1. Employed (but not self-employed); class $\epsilon (1,4)$ and class94 $\epsilon (1,5)$.

2. Full-time; $\text{ftpt79}=1$, $\text{ftpt89}=2$ and $\text{ftpt94}=2$.

3. Strictly positive usual weekly earnings; $\text{earnwke}>0$.

4. Between the 35 and 50 usual weekly working hours; $\text{uhourse} \epsilon (35,50)$.

As stated in the main text this gives a net sample which 62,753 observations. In the table below are the number of observations of the gross sample which satisfy each of the criteria described above.

<table>
<thead>
<tr>
<th>Criteria</th>
<th># satisfying</th>
<th>percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Employed</td>
<td>97,287</td>
<td>82.2</td>
</tr>
<tr>
<td>2. Full-time</td>
<td>75,440</td>
<td>63.7</td>
</tr>
<tr>
<td>3. Positive earnings</td>
<td>82067</td>
<td>69.3</td>
</tr>
<tr>
<td>4. Between 35 and 50 hours</td>
<td>66,280</td>
<td>56.0</td>
</tr>
</tbody>
</table>
After applying these criteria a net sample of 62,753 observations remains. We handled the datasets for the age groups 35-44 and 45-54 years in the same way.

6.3 Descriptives

Table A1 gives descriptives of datasets we use in the analysis.

**Table A1 Descriptives of various datasets; averages (standard deviations)**

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>9.88 (5.30)</td>
<td>11.92 (6.85)</td>
<td>12.24 (7.30)</td>
<td>13.48 (6.37)</td>
<td>10.01 (5.02)</td>
<td>9.26 (4.53)</td>
</tr>
<tr>
<td>female</td>
<td>0.44</td>
<td>0.44</td>
<td>0.43</td>
<td>0.52</td>
<td>0.63</td>
<td>0.25</td>
</tr>
<tr>
<td>age</td>
<td>29.5</td>
<td>39.3</td>
<td>49.2</td>
<td>29.7</td>
<td>29.4</td>
<td>29.5</td>
</tr>
<tr>
<td>white</td>
<td>0.86</td>
<td>0.85</td>
<td>0.87</td>
<td>0.89</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.61 (0.05)</td>
<td>0.60 (0.06)</td>
<td>0.60 (0.07)</td>
<td>0.52 (0.11)</td>
<td>0.41 (0.10)</td>
<td>0.79 (0.12)</td>
</tr>
</tbody>
</table>

Age group 25-34 35-44 45-54 25-34 25-34 25-34


Occupations all all all group 1 group 2 group 3

Observations 62,753 53,224 37,275 13,148 15,858 19,780
7 Tables and graphs

Table 1 Estimation results log-wage regressions using aggregate data$^a$)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)$^b$</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>-0.214 (49.8)</td>
<td>-0.147 (15.0)</td>
<td>-0.148 (15.1)</td>
<td>-0.304 (39.0)</td>
<td>-0.261 (19.3)</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda_f$</td>
<td>-</td>
<td>-0.356 (5.1)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda_m$</td>
<td>-</td>
<td>0.287 (4.5)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>-</td>
<td>-</td>
<td>-0.319 (7.6)</td>
<td>-</td>
<td>-0.168 (3.9)</td>
<td>-0.101 (2.2)</td>
</tr>
<tr>
<td>$trend \times d_f$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0102 (13.5)</td>
<td>0.0092 (11.8)</td>
<td>0.0094 (12.1)</td>
</tr>
<tr>
<td>$state \times d_f$</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

$^{a}$ Weighted least squares regressions. “trend” is a time trend that has a value of 0 in 1979 (19 in 1998), therefore $\gamma$ represents the value of the wage gap in 1979. Fixed effects for states and years are included, 2,040 observations; t-values in parenthesis, $R^2$ corrected for degrees of freedom.

$^{b}$ The F-statistic for the test $\chi^2_f = -\chi^2_m = \chi$ equals 0.44.
Table 2 Estimation results baseline model\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\gamma)</td>
<td>-0.208 (58.7)</td>
<td>-0.158 (44.3)</td>
<td>-0.124 (17.7)</td>
<td>-0.124 (17.7)</td>
</tr>
<tr>
<td>(\chi^f)</td>
<td>-</td>
<td>-</td>
<td>-0.174 (3.7)</td>
<td>-</td>
</tr>
<tr>
<td>(\chi^m)</td>
<td>-</td>
<td>-</td>
<td>0.154 (3.6)</td>
<td>-</td>
</tr>
<tr>
<td>(\bar{\chi})</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.163 (5.6)</td>
</tr>
<tr>
<td>White</td>
<td>-</td>
<td>0.073 (16.6)</td>
<td>0.073 (16.6)</td>
<td>0.073 (16.6)</td>
</tr>
<tr>
<td>Age</td>
<td>-</td>
<td>-0.019 (38.2)</td>
<td>0.019 (38.1)</td>
<td>0.019 (38.1)</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.227</td>
<td>0.490</td>
<td>0.490</td>
<td>0.490</td>
</tr>
</tbody>
</table>

\(^a\) Ordinary least squares, all estimates include dummy variables for calendar year (19) and state (50). Estimates (2)- (4) also include dummy variables for grade (19 before 1992, 16 from 1992 on), industry (47) and occupation (40 categories before 1983, 44 categories from 1983 on); t-values in parenthesis, \(R^2\) corrected for degrees of freedom, sample of 62,753 observations.

\(^b\) The F-statistic for the test \(\chi^f = -\chi^m = \bar{\chi}\) equals 0.09.
Table 3 Sensitivity analysis I$^a$

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>-0.200 (31.8)</td>
<td>-0.172 (17.5)</td>
<td>-</td>
<td>-0.291 (27.9)</td>
<td>-0.326 (26.2)</td>
</tr>
<tr>
<td>$\bar{X}$</td>
<td>-</td>
<td>-0.110 (3.7)</td>
<td>-0.069 (2.0)</td>
<td>-0.045 (1.5)</td>
<td>-0.085 (2.8)</td>
</tr>
<tr>
<td>White</td>
<td>0.073 (16.6)</td>
<td>0.073 (16.6)</td>
<td>0.074 (16.8)</td>
<td>0.075 (15.1)</td>
<td>0.063 (9.9)</td>
</tr>
<tr>
<td>Age</td>
<td>0.019 (38.1)</td>
<td>0.019 (38.1)</td>
<td>0.019 (38.2)</td>
<td>0.005 (9.1)</td>
<td>0.001 (0.8)</td>
</tr>
<tr>
<td>Trend $\times df$</td>
<td>0.0047 (8.2)</td>
<td>0.0041 (7.0)</td>
<td>0.0042 (7.1)</td>
<td>0.0071 (10.6)</td>
<td>0.0056 (7.0)</td>
</tr>
<tr>
<td>State $\times df$</td>
<td>no$^b$</td>
<td>no</td>
<td>yes</td>
<td>no$^c$</td>
<td>no$^d$</td>
</tr>
<tr>
<td>$\bar{R}^2$</td>
<td>0.491</td>
<td>0.491</td>
<td>0.491</td>
<td>0.540</td>
<td>0.574</td>
</tr>
<tr>
<td>Age group</td>
<td>25 – 34</td>
<td>35 – 44</td>
<td>45 – 54</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of observations</td>
<td>62,753</td>
<td>53,224</td>
<td>37,275</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Ordinary least squares. “Trend” is a time trend that has a value of 0 in 1979 (19 in 1998), therefore $\gamma$ represents the value of the wage gap in 1979. All estimates include dummy variables for calendar year (19), state (50), grade (19 before 1992, 16 since 1992), industry (47) and occupation (40 categories before 1983, 44 categories from 1983 on); t-values in parenthesis, $\bar{R}^2$ corrected for degrees of freedom.

$^b$ If state-specific wage gaps are included the coefficient of the trend in the wage gap is 0.0046 (7.9).

$^c$ If state-specific wage gaps are included the value of the household interaction effect is -0.031 (0.9)

$^d$ If state-specific wage gaps are included the value of the household interaction effect is -0.019 (0.5).
Table 4 Sensitivity analysis II - Separate estimates for occupational categories and occupational category specific share of males in employment\textsuperscript{a)}

<table>
<thead>
<tr>
<th>Occupations</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 12</td>
<td>-0.030 (1.0)</td>
<td>-0.177 (7.2)</td>
<td>-0.176 (4.5)</td>
</tr>
<tr>
<td>13 - 26</td>
<td>-0.138 (1.9)</td>
<td>-0.165 (2.6)</td>
<td>-0.109 (1.8)</td>
</tr>
<tr>
<td>27 - 46</td>
<td>-0.039 (3.6)</td>
<td>0.066 (7.8)</td>
<td>0.099 (12.8)</td>
</tr>
<tr>
<td>White</td>
<td>0.028 (25.1)</td>
<td>0.019 (19.6)</td>
<td>0.017 (17.9)</td>
</tr>
<tr>
<td>Age</td>
<td>-0.039 (1.2)</td>
<td>0.075 (2.4)</td>
<td>0.001 (0.0)</td>
</tr>
<tr>
<td>(\xi)</td>
<td>0.391</td>
<td>0.375</td>
<td>0.405</td>
</tr>
<tr>
<td>without (\xi)\textsuperscript{b)}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\gamma)</td>
<td>-0.063 (4.4)</td>
<td>-0.126 (9.5)</td>
<td>-0.170 (17.9)</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>-0.177 (2.7)</td>
<td>-0.105 (1.8)</td>
<td>-0.108 (1.9)</td>
</tr>
<tr>
<td># of obs.</td>
<td>13,148</td>
<td>15,858</td>
<td>19,780</td>
</tr>
</tbody>
</table>

\textsuperscript{a)} Ordinary least squares, period 1983-98, age group 25-34. All estimates include dummy variables for calendar year (19), state (50), grade (19 before 1992, 16 since 1992), industry (47) and occupation (11 in (1), 13 in (2), 19 in (3)); t-values in parenthesis, \(R^2\) corrected for degrees of freedom.

\textsuperscript{b)} Since the estimation results of the other coefficients and the \(R^2\) are virtually unaffected we only report the coefficients \(\gamma\) and \(\lambda\).
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