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Testing Affine Term Structure Models in case of Transaction Costs

Abstract
In this paper we empirically analyze the impact of transaction costs on the performance of affine interest rate models. We test the implied (no arbitrage) Euler restrictions, and we calculate the specification error bound of Hansen and Jagannathan to measure the extent to which a model is misspecified. Using data on T-bill and bond returns we find, under the assumption of frictionless markets, strong evidence of misspecification of one- and two-factor affine interest rate models. This is in line with earlier research. However, we show that the pricing errors of these models are reduced considerably, if relatively small transaction costs are taken into account. The average transaction costs for T-bills, due to the bid-ask spread, are around 1.5 basis points. At this size of transaction costs and for monthly holding periods, the misspecification of one- and two-factor affine interest rate models becomes statistically insignificant and economically very small. For quarterly holding periods, higher transaction costs of around 3 basis points are required to avoid misspecification.
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1 Introduction

Nowadays term structure models are used extensively for many purposes, including risk management of portfolios containing bonds and the valuation of interest-rate derivatives. Not surprisingly, tests of the empirical validity of the commonly used term structure models have attracted considerable attention in the literature. In line with a large part of the empirical asset pricing literature, the tests are based on the assumption of trading in frictionless markets. For example, Stambaugh (1988), Gibbons and Ramaswamy (1993), and Pearson and Sun (1994) test affine interest rate models using data on Treasury bills and bonds under the assumption of trading in frictionless markets. However, market frictions such as transaction costs or short selling constraints are an important fact of life for investors. The implicit assumption when ignoring transaction costs is that these costs are sufficiently small, so that they do not seriously affect the empirical results. In this paper we will explicitly take transaction costs into account in the empirical testing of affine term structure models, and show that including transaction costs considerably affects tests of affine interest rate models.

We shall analyze the interest rate models by testing whether the stochastic discount factor of each of these interest rate models satisfies the Euler restrictions. These Euler restrictions are implied by the no-arbitrage assumption, and can be derived in both frictionless markets and markets with frictions. Based on these Euler restrictions, we will use two approaches to analyze and test the models. First, we use Wald-type tests to test the implied Euler restrictions. For the frictionless case, the analysis of Euler restrictions using Wald-tests is extensively discussed by Cochrane (1996). A disadvantage of this approach is that, if one rejects a model, there is no clear indication of the direction of misspecification, for example which individual assets are possibly mispriced by the model and which are not. Also, if one applies this approach to two non-nested models and both are rejected, no indication is obtained whether one model is more misspecified than the other. To overcome these problems we also consider the specification error bound (SEB) developed by Hansen, Heaton and Luttmer (1995) and Hansen and Jagannathan (1997). This bound measures the extent to which a model misprices a given set of assets. Hansen and Jagannathan (1997) show that this bound can be interpreted as the maximum pricing error for all portfolios that can be constructed from the assets under consideration. Also, this specification error bound allows for direct comparison across (non-nested) models and the method indicates which (portfolios of) assets contribute most to the misspecification. Hansen and Jagannathan (1997) only consider frictionless economies; Hansen, Heaton and Luttmer (1995) extend the setup to allow for market frictions. We apply their approach to affine term structure models and compare the results with standard tests using the Euler restrictions.

Our work is related to Luttmer (1996) and He and Modest (1995), who both analyze the influence of transaction costs and other market frictions on the size of the volatility bounds of Hansen and Jagannathan (1991), that give a lower bound on the variability of valid stochastic discount factors. Empirically, Luttmer (1996) finds that small transaction costs greatly influence the size of the volatility bounds; especially, the
volatility bounds based on T-bill returns are very sensitive to the size of transaction costs. The results of Luttmer (1996) imply that the conclusion of rejection of several asset pricing models in Hansen and Jagannathan (1991), based on the volatility bounds, changes if transaction costs are taken into account. Our work extends the work of Luttmer (1996), because the volatility bound is a special case of the specification error bound. Also, Luttmer (1996) focuses on consumption-based asset pricing models, whereas we analyze bond pricing models and bond returns.

The bond pricing models that we consider are discrete-time versions of the affine-yield models of Duffie and Kan (1996). This class includes the well-known Vasicek (1977) and Cox, Ingersoll and Ross (CIR, 1985) models. There is by now a large literature that empirically investigates these affine-yield models in frictionless markets (for example, Babbs and Nowman (1999), Backus and Zin (1994), Brown and Schaefer (1994), Chen and Scott (1993), Gibbons and Ramaswamy (1993), De Jong (1999), and Pearson and Sun (1994)). Our results indicate that, without market frictions, there is considerable evidence that both one- and two-factor Vasicek, CIR and general affine Duffie-Kan (1996) models significantly misprice the returns on bond portfolios, and, especially, the returns on portfolios that contain both extreme long and short positions in short-maturity T-bills. This result is in line with most of the empirical work mentioned above, although in this literature the results for two-factor models are somewhat mixed. We also find that the two-factor Vasicek and CIR models have much higher specification errors than the general affine two-factor model.

After investigating the frictionless case, we analyze how the empirical results are affected if transaction costs are taken into account. The average bid-ask spread for T-bill prices in our data is approximately 3 basis points, which is of a similar size as the spread reported by Luttmer (1996). We find that, for monthly holding periods, the bond pricing implications of the one- and two-factor affine models are consistent with the data for transaction costs of only 1.5 basis points: the misspecification of the simple one- and two-factor models is then both statistically insignificant and economically very small. Because of the transaction costs, the portfolios with both long and short positions in T-bills (and bonds) are no longer mispriced. For quarterly holding periods, on the contrary, the one- and two-factor affine models are rejected at the same size of transaction costs. Transaction costs around 3 basis points are required in this case to avoid any evidence of model misspecification.

The remainder of this paper is organized as follows. In section 2, we briefly review the literature on affine interest rate models and asset pricing in markets with frictions. In section 3, we describe a Wald-test of the Euler restrictions in a market with frictions. Section 4 discusses the specification error bound. In section 5, we describe our data as well as the parameter estimates for the affine interest rate models. In section 6 we present the empirical results for the Wald-tests and specification error bound both for the one- and two-factor models. In section 7 we summarize and conclude.
2 Pricing Implications of Affine Interest Rate Models in case of Transaction Costs

Let the $n$-dimensional vector $R_{t+1}$ contain the monthly gross returns from time $t$ to time $t+1$ of $n$ assets (in our case bonds of $n$ different maturities). Without market frictions, it is well known (see, for example, Campbell, Lo and MacKinlay (1997), Chapter 11) that absence of arbitrage opportunities in terms of the $n$ assets requires the existence of a strictly positive stochastic discount factor (SDF) $Y_{t+1}$ satisfying

$$E_t[R_{t+1} Y_{t+1}] = 1, \quad i=1,...,n. \quad (1)$$

Here the expectation is conditional on the information set at time $t$. A model formulated in terms of a particular SDF can be tested by verifying some implied unconditional version of equation (1).

If there are short-selling constraints on the assets, absence of arbitrage opportunities requires the existence of a strictly positive SDF satisfying

$$E_t[R_{t+1} Y_{t+1}] \leq 1, \quad i=1,...,n, \quad (2)$$

see, for example, Jouini and Kallal (1995) or Luttmer (1996). For any given SDF $Y_{t+1}$, these Euler inequalities can be tested by applying, for example, the methodology of Kodde and Palm (1986).

When considering transaction costs, we restrict ourselves to the case of a proportional spread $s$ that is equal at the ask and bid side, and the same for all assets under consideration. Let $P_{i,t}$ denote the midprice of asset $i$ at time $t$. Then the gross return on taking a long position is equal to

$$\frac{(1-s/2)}{(1+s/2)} \frac{P_{i,t+1}}{P_{i,t}} = \tau^1 \frac{P_{i,t+1}}{P_{i,t}} = \tau^1 R_{i,t+1}, \quad (3)$$

and for short positions the gross return is equal to

$$\frac{(1+s/2)}{(1-s/2)} \frac{P_{i,t+1}}{P_{i,t}} = \tau^s \frac{P_{i,t+1}}{P_{i,t}} = \tau^s R_{i,t+1}. \quad (4)$$
In testing, transaction costs can be taken into account by rewriting the problem as one with restrictions on short and long positions (see Luttmer (1996)) and introducing separate assets for a long position in asset $i$ with return $\tau^i R_{t+1}$ and for a short position with return $\tau^s R_{t+1}$. As a consequence, the absence of arbitrage opportunities in the presence of transaction costs requires the existence of a strictly positive SDF $Y_{t+1}$ such that

$$\frac{1}{\tau^s} \leq E[Y_{t+1} R_{t+1}] \leq \frac{1}{\tau^i}, \ i=1,...,n.$$  

(5)

We will analyze affine interest rate models using the Euler restrictions in (5), by testing whether the SDF that is implied by an affine model satisfies these restrictions for bond returns, where we shall consider different values of $\tau^i$ and $\tau^s$.

Duffie and Kan (DK, 1996) describe the class of continuous-time multi-factor interest rate models, that imply an affine relationship between interest rates and a vector of state variables. Our setup is in discrete time. Therefore, we will use discrete-time versions of these models, as described by, for example Backus et al. (1997) and Campbell, Lo and MacKinley (1997). These authors show that a discrete-time term structure model is affine, if the one-period ahead conditional joint distribution of the log-SDF, $\gamma_{t+1} = \log(Y_{t+1})$, and an $N$-dimensional vector of state variables $x_{t+1}$ is multivariate normal, and the conditional expectation and covariance matrix are both affine functions of the state-variables $x_t$. Therefore, the $N$ factor discrete-time DK model with conditionally normal innovations can be written as

$$\gamma_{t+1} = \gamma^\prime \xi_{t+1}$$

$$x_{t+1} = \mu + \Lambda x_t + \Sigma \xi_{t+1}$$

$$\xi_{t+1} | \Gamma_t \sim N(0,V)$$

$$V = \text{diag}(\beta_1 \gamma x_t, ..., \beta_N \gamma x_t).$$

(6)

Here $\xi_{t+1}$ represents an $N$-dimensional conditionally normally distributed random vector with zero conditional mean and conditional variance matrix $V$, $\Lambda$ and $\Sigma$ are $N \times N$-matrices containing unknown parameters, $\alpha_1, ..., \alpha_N$, $\beta = (\beta_1, ..., \beta_N)^\prime$, $\mu$, and $\gamma$ are $N$-dimensional unknown parameter vectors, $\Gamma_N$ is an

---

1In Campbell, Lo and MacKinley(1997), the specification of the log-SDF also contains a normally distributed variable that is independent from $\xi$. This variable only influences the mean of the yield curve in a way that is very similar to the way the mean of the state-variable influences the mean yield curve. In our analysis we do not include this variable (in line with Backus and Zin (1994), Backus et al. (1997) and Bansal (1998)), allowing us in a straightforward way to calculate the SDF in terms of observables.
Furthermore, not all parameters in these affine models are identified. Following Dai and Singleton (1997), we normalize the Vasicek and CIR models by setting $G$ equal to the identity matrix, and by imposing that the matrix $A$ is a diagonal matrix. Moreover, in the Vasicek model we normalize by setting all elements of the vector $\mu$ equal to zero, except for the first element $\mu_1$.

Using equations (1) and (6), one can derive that bond prices are exponential-affine functions of the state variable $x_t$,

$$-\log P_{nt} = nr_{nt} = A_n^T B_n^T x_t$$  \hspace{1cm} (7)$$

where $P_{nt}$ is the price of an $n$-period zero-coupon bond at time $t$, and $r_{nt}$ is the corresponding interest rate. The factor loadings $A_n$ and $B_n$ are functions of the underlying parameters, and do not depend on time. By rewriting (6) the SDF can be expressed in terms of observables. First, by substituting $\xi_{t+1}$ in equation (6), we get

$$\xi_{t+1} = \Sigma^{-1}(x_{t+1} - \mu - \Lambda x_t)$$ \hspace{1cm} (8)$$

and, thus, the SDF is given by

$$-\gamma_{t+1} = -\gamma \Sigma^{-1} \mu + (\nu \Sigma^{-1} \Lambda) x_t + \gamma \Sigma^{-1} x_{t+1}$$ \hspace{1cm} (9)$$

Because all interest rates are affine functions of the state-variables, as shown in equation (7), this relationship can be used to obtain a log-SDF that is affine in interest rates of $N$ different maturities and their lagged values. If we define $r_t^x$ as the $N$-dimensional vector containing these $N$ interest rates, the SDF becomes

$$-\gamma_{t+1} = \theta_1 + \theta_2 r_t^x + \theta_3 r_{t+1}^x$$ \hspace{1cm} (10)$$

Furthermore, not all parameters in these affine models are identified. Following Dai and Singleton (1997), we normalize the Vasicek and CIR models by setting $\Sigma$ equal to the identity matrix, and by imposing that the matrix $A$ is a diagonal matrix. Moreover, in the Vasicek model we normalize by setting all elements of the vector $\mu$ equal to zero, except for the first element $\mu_1$. 
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where the parameter $\theta_1$, and the $N$-dimensional vectors $\theta_2$ and $\theta_3$ are implicitly defined. Hence, these reduced form parameters $\theta = (\theta_1, \theta_2', \theta_3')'$ are functions of the structural parameters in equation (6).

Equation (10) gives the functional form of the SDF that is implied by the discrete-time DK model (6) with conditionally normally distributed innovations. As noted by Kan and Zhou (1999), even if the SDF in (10) satisfies the Euler restrictions exactly, there are other SDFs that also satisfy the Euler restrictions. Testing whether a stochastic discount factor satisfies the Euler restrictions does not require a fully specified equilibrium model for asset returns. The advantage of testing Euler restrictions is, therefore, that one can test a large class of models without making very specific assumptions. In our case, we can test all affine term structure models with a given number of factors, by using the Euler restrictions both to estimate the reduced-form parameters $\theta$ and to test the specification of the SDF in (10). Khan and Zhou (1999), demonstrate that, if estimation and testing are based on Euler restrictions only, the test procedure might have low power in detecting misspecified models. Therefore, we will also analyze specific equilibrium models, namely the Vasicek and CIR models, by estimating the structural parameters of these models using other moment restrictions. These moment restrictions are derived from the specification of the Vasicek and CIR models in equation (6). Given estimates of the structural parameters of the Vasicek or CIR model, we can directly construct estimates for the reduced-form parameters $\theta$ and construct the SDF of the Vasicek or CIR model using these parameter estimates. Subsequently, we test whether this Vasicek (or CIR) SDF satisfies the Euler restrictions.

In the next sections, we will use the pricing implications of affine term structure models as described above to test the empirical validity of these models, using Wald tests as well as the specification error bound of Hansen and Jagannathan (1997).

3 Testing the Euler Restrictions using a Wald-Test

For every affine term structure model, Wald-type tests of the Euler restrictions for both the frictionless case (equation (1)) and the case with transaction costs (equation (5)) are relatively straightforward to implement. For the case of transaction costs, the inequality constraints can be tested along the lines of Kodde and Palm (1986). In this section, we briefly review this test. The test for frictionless markets is a special case.

We analyze results for different holding periods, and, therefore, we first of all introduce products of monthly SDFs and monthly returns

$$Y_t^k = \prod_{j=1}^k Y_{t-j}, \quad R_{t}^k = \prod_{j=1}^k R_{t-t-j}.$$  (11)
In the empirical analysis, we will analyze both monthly and quarterly holding periods, i.e., values for \( k \) of, respectively, 1 and 3. Equation (5) implies that these lower frequency SDFs and returns satisfy

\[
\frac{1}{\tau^s} \leq E[Y_t^k R_{t,k}^k] \leq \frac{1}{\tau^l}, \quad i=1,...,n. \tag{12}
\]

Following Hansen and Jagannathan (1991) and many others, we incorporate conditional information by constructing returns on managed portfolios with payoffs \( x_t^k = z_t \otimes R_t^k \) and corresponding prices \( q_t = z_t \otimes 1 \), where \( z_t \) is a \( m \)-dimensional vector with variables that are in the information set at time \( t \). The implied unconditional Euler restrictions are

\[
\frac{1}{\tau^s} \leq \frac{E[Y_t^k x_t^k]}{E[q_t]} \leq \frac{1}{\tau^l}, \quad i=1,...,m \times n. \tag{13}
\]

In general, this ‘multiplicative’ approach is not an optimal way of incorporating conditional information. For the volatility bounds of Hansen and Jagannathan (1991), Ferson and Siegel (1998) discuss how to use conditional information optimally. Because similar results do not seem to be available yet for the specification error bound, and because of the simplicity of the multiplicative approach, we prefer to use this approach. In the sequel we refer to \( x_t^k \) as the vector of returns, and we denote the number of returns in (13) by \( n \), instead of \( m \times n \), to avoid too cumbersome notation.

The null hypothesis is that the SDF satisfies the Euler restrictions (13). Given \( T \) time-series observations on the \( n \)-dimensional vector of returns \( x_t^k \) and a SDF, we estimate the ratio of expectations in (13) by its sample analogue

\[
\hat{\gamma}_i = \frac{\frac{1}{T} \sum_{t=1}^{T} Y_t^k R_{t,k}^k}{\frac{1}{T} \sum_{t=1}^{T} q_{t,k}}, \quad i=1,...,n. \tag{14}
\]

Then the test-statistic \( \xi_w \) as proposed by Kodde and Palm (1986) is given by
We have also estimated the matrix $\mathbf{W}$ using Newey-West (1987) with 10 lags. This hardly changes the empirical results.

As suggested by Wolak (1989, 1991), we interpret this test as a local test of the inequality constraints. A global interpretation of our test procedure would imply that we overestimate the size of transaction costs that is needed to avoid statistical rejection of the model, or equivalently, that we would underestimate the influence of transaction costs on model misspecification.

We do not re-estimate the parameter vector $\hat{\theta}$ when we test the Euler restrictions in markets with transaction costs, because this complicates the calculation of the limit distribution of the test-statistic in (15). This is consistent with estimation strategy for the parameters of the Vasicek and CIR models, where the (structural) parameters are also not re-estimated in case of transaction costs.

\[
\hat{\xi}_w = \min_{v \in \mathbb{R}^p} T (\hat{v} - v)' \hat{W}^{-1} (\hat{v} - v) \\
s.t. \quad \frac{1}{\tau^s} \leq v_i \leq \frac{1}{\tau^t} \quad i = 1, \ldots, n,
\]  

(15)

where $\hat{W}$ is an estimator of the asymptotic covariance matrix of $\hat{v} = (\hat{v}_1, \ldots, \hat{v}_n)'$. For quarterly holding periods, we use the Newey-West (1987) method with 2 lags in order to correct for the overlapping nature of the quarterly pricing errors.$^3$

In the absence of transaction costs, the test-statistic $\hat{\xi}_w$ reduces to the J-statistic of Hansen (1982), and follows asymptotically a chi-square distribution with $n$ degrees of freedom. In case of transaction costs, Kodde and Palm (1986) show that, under the null hypothesis, this test-statistic is asymptotically distributed as a mixture of chi-square distributions.$^4$ In this case simulation can be used to obtain p-values for a given value of the test-statistic.

A disadvantage of this testing methodology is that, if a model is rejected, there is little indication of the direction of the misspecification. Also, if one rejects two non-nested models, no indication is obtained whether one model is more misspecified than the other. In the next section, we will argue that the use of the specification error bound overcomes these problems.

As described in the previous section, we will both test fully specified conditionally normal Vasicek and CIR models, as well as the general class of affine term structure models. To test all affine models with a given number of factors, we estimate the parameters $\theta$ in equation (10) by minimizing equation (15), with $\tau^s = \tau^t = 1$, over $\theta$ as well.$^5$ Subsequently, we use the Wald-test statistic (15) to test the (overidentifying) Euler restrictions, both for the frictionless markets case and the case of transaction costs. The estimation strategy for $\hat{\theta}$ lowers the number of degrees of freedom of the limit distribution, so that the results of Kodde and Palm (1986) are not directly applicable anymore. In the appendix we therefore derive the limit distribution of the Wald test-statistic in (15), given the estimation strategy for $\theta$.

The Wald-test described above is useful to decide upon the correct number of factors in the SDF.

---

$^3$We have also estimated the matrix $W$ using Newey-West (1987) with 10 lags. This hardly changes the empirical results.

$^4$As suggested by Wolak (1989, 1991), we interpret this test as a local test of the inequality constraints. A global interpretation of our test procedure would imply that we overestimate the size of transaction costs that is needed to avoid statistical rejection of the model, or equivalently, that we would underestimate the influence of transaction costs on model misspecification.

$^5$We do not re-estimate the parameter vector $\theta$ when we test the Euler restrictions in markets with transaction costs, because this complicates the calculation of the limit distribution of the test-statistic in (15). This is consistent with estimation strategy for the parameters of the Vasicek and CIR models, where the (structural) parameters are also not re-estimated in case of transaction costs.
However, given the number of factors, this test does not indicate which term structure model has the best empirical performance. Therefore, as described in the previous section, we also test the Vasicek and CIR models, which are special cases of the DK-class of conditionally normal affine models in equation (6). To analyze these models, we first derive moment restrictions that reflect the cross-sectional and dynamic implications of the models, and estimate the structural parameters of the models using GMM for these moment restrictions. These structural parameter estimates are then used to obtain estimates of the reduced form parameters in the SDF. Subsequently, we test whether the SDF of the Vasicek or CIR model satisfies the Euler equations using the test-statistic in (15). Because the moment restrictions that are used in the first step to estimate the parameters of the SDF are different from the Euler restrictions used in the second step to test the model, the number of degrees of freedom of the limit distribution of the test-statistic in (15) does not change. In this case, we only have to correct for the estimation of $\Theta$ in the calculation of the asymptotic covariance matrix in (15).

### 4 Analyzing the Euler Restrictions using the Specification Error Bound

As stressed by Hansen and Jagannathan (1997), an asset pricing model is an approximation of reality and, therefore, it will typically not exactly satisfy the Euler restrictions in an empirical analysis. They propose to measure the size of misspecification of a given proxy model, with SDF $Y_t$, by measuring in some way the pricing errors of this proxy model. In this section, we briefly describe the part of their approach that is relevant for our application.

In our case, the proxy model is given by one of the models that we described in section 2. For a given holding period $k$, we start by introducing the set $M$ of admissible SDFs consisting of random variables $m_{t+k}$ (which are in the information set at time $t+k$) that satisfy the Euler restrictions. A SDF is thus admissible if it prices all (linear combinations of) the assets under consideration correctly. The SDF $Y_t$ that is associated with the proposed model can be used to calculate model prices of the payoffs, that, in general, may not satisfy the restrictions in (16). Hansen and Jagannathan (1997) propose to measure the size of this misspecification by

$$\frac{E[q_{it}]}{\tau^k} \leq E[m_{t+k}^i x_{t+k}] \leq \frac{E[q_{it}]}{\tau^k}, \quad i=1,\ldots,n. \tag{16}$$

A SDF is thus admissible if it prices all (linear combinations of) the assets under consideration correctly.
Hansen and Jagannathan (1997) also introduce a bound where the set of admissible SDFs only contains SDFs with the same unconditional mean as the proxy SDF, and show that this condition is automatically satisfied if one analyzes models with a stochastic discount factor that contains an additive, unknown constant term, that is chosen such as to minimize the SEB. We do not analyze stochastic discount factors with this property, and we also do not impose this restriction on the mean of the SDF, because this would imply that any model that we analyze prices the return of a one-period bond without error.

\[
\delta^2 = \min_{m^k \in M} E[(Y_t^k - m_t^k)^2].
\]  

(17)

The square root of (17) is called the Specification Error Bound (SEB), and can be interpreted as a (minimum) distance between the proxy SDF \( Y_t^k \) and the set of admissible SDFs.\(^6\)

For the case without market frictions, Hansen and Jagannathan (1997) show that the SEB following from equation (17) has an interpretation as the maximal pricing error of all portfolios in the \( n \) assets

\[
\delta = \max_{\tilde{\theta} \in \mathbb{R}^n} |E[Y_t^k(\lambda_t^kX_t^k) - \lambda_t^kq_t]| \\
\text{s.t.} \quad E[(\lambda_t^kX_t^k)^2] = 1
\]

(18)

It is easy to show that this interpretation of the SEB still holds in the case of transaction costs. More precisely, given the set \( M \) defined by (16), one can show that \( \delta \) satisfies

\[
\delta = \max_{\tilde{\theta} \in \mathbb{R}^n} \min_{v \in \mathbb{R}^n} |E[Y_t^k(\lambda_t^kX_t^k) - \lambda_t^kv]| \\
\text{s.t.} \quad E[(\lambda_t^kX_t^k)^2] = 1, \quad \frac{E[q_{t_i}]}{\tau^5} \leq v_i \leq \frac{E[q_{t_i}]}{\tau^4}, \quad i=1,\ldots,n.
\]

(19)

This shows that \( \delta \) gives a bound on pricing errors of portfolio payoffs that are normalized in a particular way. Note that this normalization does not imply that the components or ‘weights’ in \( \lambda \), which are equal to the Kuhn-Tucker multipliers of the binding Euler restrictions (see Hansen and Jagannathan (1997)), sum up to one.

A slight modification of a frictionless result in Hansen and Jagannathan (1997) reveals that the SEB can also be calculated as follows

\(^6\)Hansen and Jagannathan (1997) also introduce a bound where the set of admissible SDFs only contains SDFs with the same unconditional mean as the proxy SDF, and show that this condition is automatically satisfied if one analyzes models with a stochastic discount factor that contains an additive, unknown constant term, that is chosen such as to minimize the SEB. We do not analyze stochastic discount factors with this property, and we also do not impose this restriction on the mean of the SDF, because this would imply that any model that we analyze prices the return of a one-period bond without error.
If the true $*\beta^2$ is equal to zero, Hansen, Heaton and Luttmer (1995) argue that the limit distribution is mixed chi-square if there are no transaction costs. Then, this test-statistic is less efficient than the Wald-test discussed in the previous section. Of course, the asymptotic variance as reported in Hansen, Heaton, and Luttmer (1995) has to be adjusted if the parameters of the SDF are estimated in the first step.

$$\delta^2 = \min_{\nu \in \mathbb{R}^s} \mathbb{E}[Y_t^k \nu_t^{-1}] \mathbb{E}[\nu_t^k \nu_t^{-1}] \mathbb{E}[Y_t^k \nu_t^{-1}]$$

s.t. $$\frac{\mathbb{E}[q_{it}]}{\tau^s} \leq \nu_i \leq \frac{\mathbb{E}[q_{it}]}{\tau^l}, \quad i = 1, \ldots, n \quad (20)$$

Comparing this with equation (15) shows that the SEB is closely related to the population analogue of the Wald test-statistic. The only difference is the weighting matrix. Below we return to this difference and to the relative advantages of the two approaches.

By replacing population moments with their sample analogues in equation (20), an estimate $\hat{\delta}$ for the SEB can be obtained. Hansen, Heaton and Luttmer (1995) show, under the assumption that the true $\delta$ is strictly positive, that this estimator has asymptotically a normal limiting distribution; they also provide a consistent estimate for the asymptotic variance. The assumption that the true bound is strictly positive is crucially different from the setup of the Wald-test, where the null hypothesis is that the model is correctly specified.

For the Wald test, we handled the presence of unknown parameters in the SDF in two ways, (i) by estimating the reduced form parameters from the frictionless Euler restrictions, which resulted in a test of the validity of all affine models, and (ii) by estimating the structural form parameters of a particular model, in our case the Vasicek or CIR model, in a first step using GMM. For the SEB, we will also use these two approaches. Hence, to analyze general $N$-factor affine models, we will present results for the all affine models SEB, which is defined by the square root of

$$\delta_{\text{min}}^2 = \min_{\theta \in \mathbb{E}} \max_{m \in \mathcal{M}} \mathbb{E}[(Y_t^k(\theta) - m_t^k)^2]. \quad (21)$$

This bound gives a lower bound on the specification error of all affine interest rate models with a certain number of factors. In order to obtain estimates of the SEB for the Vasicek and CIR models, the structural parameters of these models are estimated using GMM with some basic interest rate moments, and the SDFs of the Vasicek and CIR models are constructed using these parameter estimates. In the second step, the SEB is estimated, along with its asymptotic variance. In our application, we shall thus compare the estimates of the all affine models SEB with the estimates of the Vasicek SEB and CIR SEB. A large difference between the all affine models SEB and each of these latter two bounds is also an indication of

If the true $\delta$ is equal to zero, Hansen, Heaton and Luttmer (1995) argue that the limit distribution is mixed chi-square if there are no transaction costs. Then, this test-statistic is less efficient than the Wald-test discussed in the previous section.

Of course, the asymptotic variance as reported in Hansen, Heaton, and Luttmer (1995) has to be adjusted if the parameters of the SDF are estimated in the first step.
misspecification of the Vasicek or CIR interest rate model that is examined.

Although the mathematical difference between the Wald test-statistic and the SEB is only the form of the weighting matrix, the Wald-test and the SEB are two complementary approaches. The Wald-test allows for efficient statistical testing based on the Euler restrictions of a given model, but it does not provide information on the direction of misspecification. If the model is misspecified, the properties of the tests are not easy to derive. For the SEB, it is a priori accepted that the model is misspecified; therefore, the size of misspecification is measured, along with the contributions of individual assets to this misspecification size by means of the Kuhn-Tucker Multipliers.

5 Data and Estimated Affine Term Structure Models

The dataset that we use contains monthly data on interest rates and bond holding returns. The interest rate data are drawn from the CRSP Fama Files, and consist of interest rates of maturities ranging from 1 month to 5 years. The short-maturity interest rates are derived from T-bill prices, and the long-maturity interest rates are calculated from bond prices. We use a subsample from 1972-1997, consisting of 312 observations. In table 1 some basic sample statistics of data are presented.

The monthly holding returns data that we use also come from the CRSP Fama Files. For maturities up to one year, we use the nominal holding returns that are calculated from T-bill prices. For longer maturities, we use the so-called maturity portfolio returns that are constructed by averaging the nominal holding returns of all bonds that have a maturity that lies in a certain interval. The intervals we use are: 2 to 3 years, 4 to 5 years, 5 to 10 years, and larger than 10 years. Again we use the subsample from 1972-1997. In table 2 we report some sample properties of these data. From this table, it is clear that the average holding returns differ considerably for the various short maturities, whereas the differences in average holding returns for the long-maturity assets are quite small, relative to the standard deviations and the difference in maturity. In table 3 we report information on the bid-ask spreads on T-bill prices, which are derived from the CRSP data. It follows that the size of the transaction costs due to the bid-ask spread is around 1.5 basis points, averaged over time and over all T-bills. For bonds we do not have data on the bid-ask spread, but since long-maturity bond prices are more volatile than short-maturity T-bill prices, and because the bid-ask spread of T-bills is increasing with time-to-maturity, the bid-ask spreads on long-maturity bond prices are probably higher than the bid-ask spreads of T-bills. Table 3 also shows that the bid-ask spreads have decreased considerably during the last 25 years.

The following sets of assets returns will be used in the empirical analysis:

---

9 Before 1972 there are missing observations for some variables in the data.
1. **Short-Maturities Asset Set:** Four T-bills with maturities of 1, 3, 6, and 9 months with conditional information consisting of a constant and the ratio of the 1-year and the 3-month interest rate.

2. **Long-Maturities Asset Set:** Four portfolio holding returns with maturity intervals equal to 2 to 3 years, 4 to 5 years, 5 to 10 years, and larger than 10 years, with conditional information consisting of a constant and the ratio of the 5-year interest rate and the 1-year interest rate.

3. **All-Maturities Asset Set:** Set 1 and set 2.

We thus consider three subsets of assets, one that contains only short-maturity T-bills, another one that contains only long-maturity bonds and a third one that contains bonds of both short and long maturities. The maturities of the T-bills are the same as in Luttmer (1996). Following that paper, the conditioning variables \( z_t \) are constructed in such a way that they are always positive, so that short-selling constraints or transaction costs are straightforward to impose on the ‘conditional’ assets as well. We choose to use the yield spread as conditioning variable because it might proxy for a possible missing second factor.

In the next section we present results for one- and two-factor Vasicek and CIR models, as well as for the general class of affine models with one or two factors. We use GMM to estimate the parameters of the one- and the two-factor Vasicek and CIR models. For this GMM-estimation, we choose our moment conditions such that basic properties of both a short and a long interest rate and the mean returns on both short and long bonds are matched. Hence, as moments we include the mean, variance and autocovariance of both the 3-month and 5-year interest rate, and the covariance between both the levels and the first differences of these two rates. We also include in our moment set the mean of four bond returns, with maturities of 3 months, 9 months, 2-3 years and 5-10 years. The parameters of the models are subsequently estimated by GMM using a consistent estimate for the optimal weighting matrix (see, for example, Campbell, Lo and MacKinley (1997)).

The results of the GMM estimation are presented in table 4. For both the one- and two-factor Vasicek and CIR models, it can easily be verified that the parameter estimates imply an upward sloping mean yield curve and thus mean holding returns that are increasing with maturity. For the one-factor models, it turns out that the mean yield curve is relatively flat, whereas the two-factor models are capable of fitting the upward sloping short end of the yield curve. From the value of the J-statistic reported in this table it follows that the overidentifying restrictions lead to a strong rejection of the one-factor Vasicek and CIR model. The fit of the two-factor models is comparable to the fit of two-factor affine models in, for example, Backus et al. (1997) and De Jong (1999), who both conclude that a two-factor affine interest rate model can quite reasonably fit the basic properties of interest rates with maturities from a few months up to 10 years. However, for the two-factor Vasicek model, not all parameters are estimated accurately.

Given these first step estimation results, we can construct observable SDFs of the one- and two-factor
Vasicek and CIR models, relevant for the SEB and the Wald test. We use equations (9) and (10) and the 3-month interest rate to construct an observable SDF for the one-factor models, by inserting the GMM parameter estimates. Similarly, we construct a SDF for the two-factor models using the 3-month and 5-year interest rate, and inserting the GMM parameter estimates of the Vasicek or CIR model.

6 Empirical Results for Term Structure Models

6.1 One-Factor Models

In this subsection we present empirical results for the specification tests of one-factor affine term structure models, first of all for a setup without transaction costs and then with transaction costs, and both for monthly and quarterly holding periods. We start with the case without transaction costs, and monthly holding periods. In table 5, we present in the upper panel the corresponding results for the one-factor models. Just like the J-tests on the moment restrictions that were used in the previous section, the Wald-test on the frictionless Euler restrictions rejects both the one-factor Vasicek and CIR models for all asset sets. The bound estimates are also large and far from zero, and the difference between the SEBs of the Vasicek and CIR model is small. This is confirmed by the correlations between the pricing errors of the different models, given in table 6, which shows that the average correlation between pricing errors of the one-factor Vasicek and CIR models is 0.998.

The bounds based on the T-bills are much larger than the bounds based on long-maturity bonds. As Luttmer (1996) notices, an explanation for the high T-bill bounds is that, because the holding returns on the different T-bills are highly correlated, differences in average holding returns on these T-bills can lead to something close to an arbitrage opportunity. Thus, the admissible set of SDFs is relatively small. For the long-maturity bonds the differences in average holding returns are not very large, especially relative to the volatility of the holding returns, and thus the admissible set of SDFs is larger in this case.

The Wald-test for the general class of affine one-factor models rejects this class of models, and the different asset sets yield SEBs which are large and far from zero. As expected, we can conclude that the one-factor affine models are not capable of pricing bond returns of several maturities correctly, given the frictionless markets assumption. Also, the all affine models SEB is not very different from the Vasicek and CIR SEBs, and table 6 shows that the pricing errors of the general affine model are strongly correlated with the Vasicek and CIR pricing errors. This implies that the one-factor Vasicek and CIR models are not much more misspecified than the general affine one-factor model.

Given the assumption of frictionless markets, the economic significance of the estimated bounds is large. For example, based on the results for the All-Maturities Asset Set and the Vasicek SEB, we can conclude that for the one-factor Vasicek model there exists a portfolio, normalized as in equation (19), with a pricing
error of about 0.69. This portfolio has an observed (mid)price of 0.704, whereas the Vasicek model assigns a price of 0.016 to this portfolio. In figure 1, we plot the t-ratios of the SEB-multipliers for this one-factor Vasicek model in a frictionless market. As shown in equation (19), these multipliers are equal to the weights of the maximum pricing error portfolio. This figure shows that the most severely mispriced portfolios, which drive the model rejections irrespective of the testing methodology, are characterized by extreme short and long positions in adjacent maturities. This implies that the model is rejected in this frictionless setting because the observed behaviour of bond-returns of different maturities is less smooth than implied by the model. In his study of Euler equations for equity returns, Cochrane (1996) also finds that portfolios with long and short equity positions are largely mispriced.

To obtain further insight in these results, we calculate the pricing errors for two types of portfolios: portfolios in only one T-bill or bond, and two-asset portfolios that have a long position in one T-bill (bond) and an equally large short position in another T-bill (bond). To facilitate the comparison between these portfolio pricing errors and the SEBs in table 5, we normalize these portfolio weights in the same way as the SEB-weights \( \lambda \) in equation (19) are normalized. Table 7 presents the monthly pricing errors, in case of the one-factor Vasicek model\(^{10}\). It follows that individual T-bill and bond returns have low pricing errors; the normalized pricing errors are around 0.01 for all assets. The normalized pricing errors for the portfolios in two assets are much larger than the pricing errors for the individual assets, especially for the T-bills. Hence, the difference between the small pricing errors of two highly correlated T-bill returns implies a large pricing error for the portfolio that has a long position in one T-bill and a short position in the other T-bill. Although the individual pricing errors of the short-maturity assets are comparable to those of the long-maturity assets, the higher correlation and lower variance of the short-maturity asset returns gives higher pricing errors for the short-maturity two-asset portfolios.

Thus, under the assumption that there are no market frictions, we find clear evidence of the misspecification of one-factor affine term structure models, which is line with other empirical work on one-factor models. To assess whether this misspecification is still present if we correct for the presence of transaction costs, we include transaction costs of \( \tau (= s/2 \) in terms of equations (3) and (4)) basis points per holding period, where we let \( \tau \) vary between 0 and 3 basis points. We assume for simplicity that the transaction costs are the same for all transactions. In table 8, we summarize in the upper panel the Wald-test results for a market with such transaction costs and monthly holding returns. It follows that, for relatively small amounts of transaction costs of around 1 basis point, the one-factor Vasicek, CIR and affine one-factor models are not rejected anymore, given our sample size and sample period.

In figure 2A, we include a plot of the sensitivity of the SEBs to the size of transaction costs. For comparison, we also graph the SEB of the risk-neutral pricing model, that is obtained if in a one-factor affine model the market price of risk is equal to zero. Hence, the monthly SDF of this model is simply equal

\(^{10}\)The results for the CIR model are similar.
to $\exp(-r_{lt})$. The graph shows that the SEB for this simple model is always larger than the SEBs of all other models, as could be expected. Still, the difference between the SEB of the risk-neutral pricing model and the SEBs of the other models is not very large. The graph also shows that, for the Vasicek, CIR and affine models, the size of the SEB is around 0.01 at transaction costs of 1.8 basis point, which is economically rather small. In the frictionless case, extreme short and long positions in T-bills and bonds blow up the differences between pricing errors of T-bills and bonds so that standard test procedures reject the affine models. We, however, show that, if small transaction costs are taken into account, these differences in pricing errors are not large enough to cause rejection of the models.

In figure 1, the t-ratios of the Vasicek SEB-multipliers indicate that, for transaction costs of 1 basis point, only the pricing errors of some individual assets contribute to the misspecification size of the one-factor models. In the absence of transaction costs, both the unconditional and the conditional 6-month and 9-month T-bill returns contribute most significantly to the size of the two-step SEB. At transaction costs of 1 basis point, none of the individual assets contributes significantly to the size of the SEB. In fact, for several bonds, the multipliers are exactly equal to zero; therefore, these assets do not contribute at all to the size of the SEB.

So far, all results discussed are based on the assumption that the holding period is equal to one month. To analyze the influence of this assumption, we now turn to the results of a quarterly holding period. In the lower panel of table 5 we give the p-values of the Wald-test and the SEBs of the one-factor models for a quarterly holding period, without transaction costs. Again, in all cases, the models are rejected statistically. If pricing errors and returns were independently and identically distributed over time, the SEB and its asymptotic standard error should increase approximately by a factor $\sqrt{3}$. From table 5 we see that this rule of thumb is not exactly true: we find an increase in the SEB that is a little smaller than $\sqrt{3}$.

For the case of transaction costs, the results for the quarterly holding period are given in the lower panel of table 8. Compared to the monthly holding period, larger transaction costs of 3.1 basis points are required to accept the models statistically and to obtain a small SEB. Because the monthly pricing errors are only very weakly correlated over time, the quarterly pricing errors are larger than the monthly pricing errors and, therefore, also larger transaction costs are required to accept the model statistically and to obtain a small SEB. The difference between the results for the monthly and quarterly SEBs is striking. It implies that the choice of holding period is a non-trivial one. Figure 2B shows that there is still a strong influence of small transaction costs on the SEBs, although it is clearly less strong than for monthly holding periods.

### 6.2 Two-Factor Affine Models

Next we present results for two-factor Vasicek, CIR and general affine models, again for the cases without and with transaction costs and monthly and quarterly holding periods. In table 9 we present the results for the Wald test and the SEB for the two-factor models, for both monthly and quarterly holding returns and
no transaction costs. The two-factor models are all rejected by the Wald-test, under the assumption of frictionless markets. The results also show that the SEBs of the Vasicek and CIR models do not decrease significantly compared to the one-factor case when we add the second factor, which is consistent with the high correlation between pricing errors of one-factor and two-factor Vasicek (and CIR) models reported in table 6. However, the SEB of the general two-factor affine model is much lower than the SEB of the one-factor affine model and the two-factor Vasicek and CIR models. Because there are many other two-factor affine models than the two-factor Vasicek and CIR models, this result indicates that there is a two-factor affine model, different from the two-factor Vasicek and CIR models, that has a much lower specification error. Still, under the assumption of frictionless markets, the general class of two-factor affine models is rejected by the Wald test.

These results are comparable to, for example, the results of Pearson and Sun (1994), who estimate a two-factor CIR model using ML based on two asset returns and who, subsequently, analyze the implications for all other T-bill and bond prices. They conclude that the two-factor CIR model cannot price all these assets correctly and reject this model statistically. In the previous section we have indicated how the presence of transaction costs can provide a possible explanation for the misspecification of the one-factor models in frictionless markets, whereas it thus seems that adding a second factor without transaction costs does not satisfactorily solve this misspecification.

On the basis of table 7, we find that the pricing errors of the one- and two-asset portfolios are roughly the same for the one- and two-factor Vasicek models, which is again consistent with the high correlation between the pricing errors of the one- and two-factor Vasicek models. This is also confirmed by figures 1 and 3 in which we find quite similar SEB-multipliers for both the one- and two-factor Vasicek models. For the case of transaction costs, the results are given in table 10 and in figures 4A-B. Qualitatively, the results are quite similar to the results for the one-factor models, although the transaction costs that are needed to accept the model, the so-called ‘critical transaction costs’, are a little smaller for the two-factor Vasicek and CIR models, namely 2.2 basis points for the quarterly holding period and the All Maturities Asset Set. For the general class of affine two-factor models and quarterly holding periods, transaction costs of around 2.8 basis points are needed to avoid rejection of the model, given our sample size and sample period. Figures 4A-B demonstrate again the strong sensitivity of the SEB to the size of transaction costs. These figures also show that the difference between the SEB of the general affine two-factor model and the SEBs of the Vasicek and CIR two-factor models does not disappear when transaction costs are included.
7 Summary and Conclusions

In this paper we analyze the bond pricing implications of affine interest rate models, allowing for the presence of transaction costs. The goal of the paper is to assess the importance of incorporating market frictions for tests of asset pricing models.

We test the models formally for different sizes of transaction costs, using a Wald-test, and we measure the size of misspecification of one- and two-factor affine interest rate models and analyze how sensitive the misspecification size is to the size of the transaction costs. Our analysis can be seen as an extension of Luttmer (1996), because we use the stronger specification error bound test, as opposed to the volatility bound that is used by Luttmer (1996), which is a special case of the specification error bound. Also, Luttmer (1996) focuses on consumption-based asset pricing models, whereas we analyze models for the term structure of interest rates.

We find that, under the assumption of frictionless markets, one-factor affine interest rate models misprice T-bill and bond returns in a significant way. Small differences in the pricing errors of highly correlated T-bill returns lead to a strong rejection of the one-factor models. Adding a second factor to the models does not explain the misspecification of one-factor models: two-factor models are also strongly rejected. We find, however, if we take transaction costs of about 1.5 basis points into account, that the misspecification of the one- and two-factor models disappears, in case of a monthly holding period. For quarterly holding periods, these models are not rejected at transaction costs of around 3 basis points.
Appendix: The Limit Distribution of the All Affine Models

Wald Test

To obtain Wald-tests of general affine models, we estimate the parameters \( \theta \) in the SDF (10) by minimizing the test-statistic in (15), with \( \tau_k = \tau_l = 1 \), over the parameters \( \theta \) as well. Subsequently, we substitute these parameter estimates in the SDF in (6), and test the (overidentifying) Euler restrictions, both in case of frictionless markets and in case of transaction costs, using the test-statistic in (15). The estimation strategy for \( \theta \) influences the limit distribution of the Wald-test in (15). In this appendix we derive this limit distribution. We will show that the limit distribution of this minimized test-statistic is still a mixture of chi-square distributions, but with less degrees of freedom than the test-statistic that is not minimized over the parameters \( \theta \).

The Euler restrictions used for estimation are of the form

\[
\nu(\theta) = \frac{E[Y_{t}^{k}(\theta)X_{t}^{k}]}{E[q_{t}]} = 1, \ i=1,...,n, \quad (A.1)
\]

where \( \theta \) is a \( q \)-dimensional parameter vector, with \( n > q \). To simplify notation, we define the estimator of the left-hand side of (A.1) for a given value of \( \theta \) as follows

\[
\hat{\nu}(\hat{\theta}) = \frac{1}{T} \sum_{t=1}^{T} Y_{t}^{k}(\hat{\theta})X_{t}^{k}, \quad i=1,...,n. \quad (A.2)
\]

We then estimate the parameter \( \theta \) by applying GMM to the moment restrictions (A.1), with a consistent estimate for the optimal weighting matrix. This is equivalent to minimizing (15) over \( \theta \) with transaction costs set to zero. Denote the unique probability limit of the GMM-estimate \( \hat{\theta} \) with \( \hat{\theta}_0 \). The asymptotic covariance matrix of \( \hat{\nu}(\hat{\theta}) \) is given by

\[
\sqrt{T}(\hat{\nu}(\hat{\theta}) - \nu) \overset{D}{=} N(0, (I-M_0)W(\theta_0)(I-M_0^\prime)), \quad (A.3)
\]

where \( W(\theta_0) \) is the asymptotic covariance matrix of \( \nu(\theta_0) \), and where \( M_0 \) is given by (see Gourieroux and Monfort (1995))
\[
\frac{\partial v(\theta_0)}{\partial \theta'} \left[ \frac{\partial v(\theta_0)}{\partial \theta} W(\theta_0)^{-1} \right] \frac{\partial v(\theta_0)}{\partial \theta'}. 
\]

(A.4)

The covariance matrix in (A.3) has rank \(n-q\). As noted by Gourieroux and Monfort (1995), a generalized inverse of the matrix \((I-M_0)W(\theta_0)(I-M_0)\) is given by \(W(\theta_0)^{-1}\), so that we can consistently estimate this generalized inverse by \(W(\hat{\theta})^{-1}\), which consists of replacing population moments with sample moments in the asymptotic covariance matrix.

In a second step, the test-statistic is obtained from the following minimization

\[
\xi_w = \min_{v \in \mathbb{R}^n} T[\hat{v}(\hat{\theta}) - v]'[\hat{W}(\hat{\theta})^{-1}]\hat{v}(\hat{\theta}) - v
\]

s.t. \(\frac{1}{\tau^2} \leq v_i \leq \frac{1}{\tau^1}, i = 1, \ldots, n.\) (A.5)

Then, conditional on the event that all restrictions are estimated to be binding in (A.5), the statistic in (A.5) is asymptotically \(\chi^2_{n-q}\)-distributed under the null hypothesis. Similarly, conditional on the event that exactly \(p\) restrictions in (A.5) are estimated to be binding, the distribution of the test-statistic under the null hypothesis is \(\chi^2_{\max(p-q,0)}\), where \(\chi^2_0\) is the unit mass at the origin. The probability weights for each of these events can be found using the degenerated multivariate normal limit distribution of \(\hat{v}(\hat{\theta})\) under the null hypothesis given in equation (A.3). Hence, the limit distribution of the test-statistic (A.5) under the null hypothesis is a mixture of chi-square distributions with degrees of freedom between 0 and \(n-q\).
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Table 1. Properties of Interest Rates.
The sample moments are calculated using the CRSP Fama Files, which contains monthly data for the period 1972-1997. Interest rates are expressed on a yearly basis.

<table>
<thead>
<tr>
<th>Maturity in Months</th>
<th>Mean</th>
<th>St. Deviation</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.61%</td>
<td>2.67%</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>7.03%</td>
<td>2.78%</td>
<td>0.97</td>
</tr>
<tr>
<td>12</td>
<td>7.50%</td>
<td>2.64%</td>
<td>0.97</td>
</tr>
<tr>
<td>24</td>
<td>7.78%</td>
<td>2.49%</td>
<td>0.98</td>
</tr>
<tr>
<td>36</td>
<td>7.96%</td>
<td>2.38%</td>
<td>0.98</td>
</tr>
<tr>
<td>48</td>
<td>8.11%</td>
<td>2.30%</td>
<td>0.98</td>
</tr>
<tr>
<td>60</td>
<td>8.20%</td>
<td>2.24%</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 2. Properties of Holding Returns.
The table contains sample moments of monthly holding returns on T-bills with maturities of 1, 3, 6 and 9 months and monthly holding returns on portfolios of bonds with maturities in a certain interval, which are calculated using CRSP data for 1972-1997.

<table>
<thead>
<tr>
<th>Maturity in Months</th>
<th>Mean</th>
<th>St. Deviation</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.56%</td>
<td>0.23%</td>
<td>0.95</td>
</tr>
<tr>
<td>3</td>
<td>0.61%</td>
<td>0.27%</td>
<td>0.81</td>
</tr>
<tr>
<td>6</td>
<td>0.63%</td>
<td>0.36%</td>
<td>0.50</td>
</tr>
<tr>
<td>9</td>
<td>0.65%</td>
<td>0.49%</td>
<td>0.36</td>
</tr>
<tr>
<td>24-36</td>
<td>0.69%</td>
<td>1.20%</td>
<td>0.17</td>
</tr>
<tr>
<td>48-60</td>
<td>0.70%</td>
<td>1.67%</td>
<td>0.15</td>
</tr>
<tr>
<td>60-120</td>
<td>0.73%</td>
<td>2.07%</td>
<td>0.14</td>
</tr>
<tr>
<td>&gt; 120</td>
<td>0.78%</td>
<td>2.92%</td>
<td>0.12</td>
</tr>
</tbody>
</table>
Table 3. Bid-Ask Spreads of T-bill Prices.

Bid-ask spreads are in basis points and calculated by dividing the difference between bid and ask prices by the mid price. Data on bid and ask prices come from the CRSP T-bill dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1 month</td>
<td>1.3 bp</td>
<td>1.4 bp</td>
<td>0.4 bp</td>
<td>0.3 bp</td>
</tr>
<tr>
<td>3 months</td>
<td>2.1 bp</td>
<td>2.1 bp</td>
<td>0.5 bp</td>
<td>0.2 bp</td>
</tr>
<tr>
<td>6 months</td>
<td>4.1 bp</td>
<td>4.0 bp</td>
<td>1.1 bp</td>
<td>0.2 bp</td>
</tr>
<tr>
<td>9 months</td>
<td>5.9 bp</td>
<td>5.3 bp</td>
<td>1.6 bp</td>
<td>0.3 bp</td>
</tr>
</tbody>
</table>

Table 4. GMM Estimation Results: Vasicek and CIR Models.

The table contains the results of GMM estimation of the discrete-time, monthly, one-factor and two-factor Vasicek and CIR models, based on 12 moment conditions, using the optimal weighting matrix. In square brackets the t-ratios are given, which have been calculated using the Newey-West method with 12 lags. Also presented are the mean and variance of the implied stochastic discount factor, and the GMM J-statistic. All parameters are expressed on a monthly basis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1-Factor Vasicek</th>
<th>2-Factor Vasicek</th>
<th>1-Factor CIR</th>
<th>2-Factor CIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ₁</td>
<td>0.0095 [5.9]</td>
<td>0.027 [1.8]</td>
<td>0.0084 [8.7]</td>
<td>0.0015 [0.9]</td>
</tr>
<tr>
<td>100 β₁</td>
<td>0.031 [3.2]</td>
<td>0.022 [1.1]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>α₁₁</td>
<td>-</td>
<td>-</td>
<td>0.0064 [7.6]</td>
<td>0.012 [3.7]</td>
</tr>
<tr>
<td>1-Λ₁₁</td>
<td>0.012 [4.4]</td>
<td>0.004 [0.8]</td>
<td>0.016 [5.2]</td>
<td>0.012 [2.2]</td>
</tr>
<tr>
<td>γ₁</td>
<td>-256.94 [-2.9]</td>
<td>-356.63 [-0.6]</td>
<td>-126.19 [-5.5]</td>
<td>-106.13 [-3.0]</td>
</tr>
<tr>
<td>µ₂</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.023 [4.1]</td>
</tr>
<tr>
<td>100 β₂</td>
<td>-</td>
<td>0.061 [3.1]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>α₂₂</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.020 [7.0]</td>
</tr>
<tr>
<td>1-Λ₂₂</td>
<td>-</td>
<td>0.106 [0.8]</td>
<td>-</td>
<td>0.138 [4.2]</td>
</tr>
<tr>
<td>γ₂</td>
<td>-</td>
<td>-351.42 [-2.6]</td>
<td>-</td>
<td>-61.62 [-8.7]</td>
</tr>
</tbody>
</table>

Mean of SDF 0.9945 0.9933 0.9981 0.9932

St.Dev. of SDF 0.0887 0.2108 0.1003 0.1754

J-Statistic (p-value) 21.71 [0.006] 10.68 [0.06] 21.17 [0.007] 7.44 [0.11]
Table 5. Wald-test and SEB for One-Factor Models in Frictionless Markets.

The table reports Wald test results and the SEB for the one-factor affine models and monthly and quarterly investment horizons. Asymptotic standard errors of the SEB are given in brackets. To calculate the asymptotic covariance matrices for the quarterly holding period, we use the Newey-West method with 2 lags to correct for the overlapping nature of the returns.

<table>
<thead>
<tr>
<th>Asset set</th>
<th>Vasicek Model</th>
<th>CIR Model</th>
<th>All Affine Models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monthly holding period</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald p-value: Short-maturities</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Wald p-value: Long-maturities</td>
<td>0.041</td>
<td>0.015</td>
<td>0.000</td>
</tr>
<tr>
<td>Wald p-value: All-maturities</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>SEB: Short-maturities</td>
<td>0.619 (0.096)</td>
<td>0.625 (0.104)</td>
<td>0.575 (0.100)</td>
</tr>
<tr>
<td>SEB: Long-maturities</td>
<td>0.215 (0.055)</td>
<td>0.206 (0.052)</td>
<td>0.181 (0.055)</td>
</tr>
<tr>
<td>SEB: All-maturities</td>
<td>0.688 (0.109)</td>
<td>0.694 (0.120)</td>
<td>0.651 (0.106)</td>
</tr>
<tr>
<td><strong>Quarterly holding period</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald p-value: Short-maturities</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Wald p-value: Long-maturities</td>
<td>0.015</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Wald p-value: All-maturities</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>SEB: Short-maturities</td>
<td>0.945 (0.177)</td>
<td>0.946 (0.173)</td>
<td>0.881 (0.179)</td>
</tr>
<tr>
<td>SEB: Long-maturities</td>
<td>0.383 (0.108)</td>
<td>0.364 (0.097)</td>
<td>0.325 (0.105)</td>
</tr>
<tr>
<td>SEB: All-maturities</td>
<td>1.170 (0.201)</td>
<td>1.173 (0.202)</td>
<td>1.110 (0.198)</td>
</tr>
</tbody>
</table>

Table 6. Pricing Error Correlations across Models.

For each asset in the all maturities asset-set, the correlation between the pricing errors of two models is calculated. The table presents the average of these correlations over all assets. For the general affine models, the pricing errors that result from the minimization of the SEB in (21) are used.

<table>
<thead>
<tr>
<th></th>
<th>1F Vasicek</th>
<th>1F CIR</th>
<th>1F Affine</th>
<th>2F Vasicek</th>
<th>2F CIR</th>
<th>2F Affine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1F Vasicek</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1F CIR</td>
<td>0.998</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1F Affine</td>
<td>0.723</td>
<td>0.728</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2F Vasicek</td>
<td>0.961</td>
<td>0.953</td>
<td>0.649</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2F CIR</td>
<td>0.68</td>
<td>0.695</td>
<td>0.28</td>
<td>0.718</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2F Affine</td>
<td>0.001</td>
<td>0.005</td>
<td>0.336</td>
<td>0.087</td>
<td>-0.087</td>
<td>1</td>
</tr>
</tbody>
</table>

The table contains monthly pricing errors for one- and two-asset portfolios. For each T-bill, the long-short portfolio refers to a portfolio of the particular T-bill and the 1-month T-bill. For each bond, the long-short portfolio refers to a portfolio in the particular bond and the 2-3 year maturity bond. For these long-short portfolios, the multiplier-vector or weight-vector \( \lambda \) in (19) always contains a positive and an equally large negative element. The portfolio weights are normalized as in equation (19). In brackets, standard errors of the pricing errors are presented.

<table>
<thead>
<tr>
<th></th>
<th>Unconditional Returns</th>
<th>1-Factor Vasicek</th>
<th>1-Factor Vasicek</th>
<th>2-Factor Vasicek</th>
<th>2-Factor Vasicek</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normalized Pricing Error</td>
<td>Normalized Pricing Error</td>
<td>Normalized Pricing Error</td>
<td>Normalized Pricing Error</td>
</tr>
<tr>
<td></td>
<td>Individual Assets</td>
<td>Long-Short Portfolios</td>
<td>Individual Assets</td>
<td>Long-Short Portfolios</td>
<td>Individual Assets</td>
</tr>
<tr>
<td>T-bill 1-month</td>
<td>0.0076 (0.0085)</td>
<td>-</td>
<td>0.0084 (0.0122)</td>
<td>-</td>
<td>0.302 (0.056)</td>
</tr>
<tr>
<td>T-bill 3-months</td>
<td>0.0080 (0.0085)</td>
<td>0.354 (0.052)</td>
<td>0.0087 (0.0122)</td>
<td>0.090 (0.060)</td>
<td></td>
</tr>
<tr>
<td>T-bill 6-months</td>
<td>0.0080 (0.0084)</td>
<td>0.148 (0.056)</td>
<td>0.0086 (0.0120)</td>
<td>0.090 (0.060)</td>
<td></td>
</tr>
<tr>
<td>T-bill 9-months</td>
<td>0.0080 (0.0083)</td>
<td>0.100 (0.057)</td>
<td>0.0085 (0.0119)</td>
<td>0.046 (0.061)</td>
<td></td>
</tr>
<tr>
<td>Bond 2-3 years</td>
<td>0.0078 (0.0078)</td>
<td>-</td>
<td>0.0079 (0.0113)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Bond 4-5 years</td>
<td>0.0075 (0.0075)</td>
<td>0.039 (0.057)</td>
<td>0.0076 (0.0110)</td>
<td>0.063 (0.060)</td>
<td></td>
</tr>
<tr>
<td>Bond 5-10 years</td>
<td>0.0076 (0.0073)</td>
<td>0.016 (0.053)</td>
<td>0.0075 (0.0107)</td>
<td>0.041 (0.060)</td>
<td></td>
</tr>
<tr>
<td>Bond &gt;10 years</td>
<td>0.0077 (0.0070)</td>
<td>0.009 (0.031)</td>
<td>0.0074 (0.0103)</td>
<td>0.029 (0.057)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Conditional Returns</th>
<th>1-Factor Vasicek</th>
<th>1-Factor Vasicek</th>
<th>2-Factor Vasicek</th>
<th>2-Factor Vasicek</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normalized Pricing Error</td>
<td>Normalized Pricing Error</td>
<td>Normalized Pricing Error</td>
<td>Normalized Pricing Error</td>
</tr>
<tr>
<td></td>
<td>Individual Assets</td>
<td>Long-Short Portfolios</td>
<td>Individual Assets</td>
<td>Long-Short Portfolios</td>
<td>Individual Assets</td>
</tr>
<tr>
<td>T-bill 1-month</td>
<td>0.0065 (0.0077)</td>
<td>-</td>
<td>0.0003 (0.0098)</td>
<td>-</td>
<td>0.365 (0.056)</td>
</tr>
<tr>
<td>T-bill 3-months</td>
<td>0.0069 (0.0077)</td>
<td>0.415 (0.052)</td>
<td>0.0004 (0.0097)</td>
<td>0.143 (0.061)</td>
<td></td>
</tr>
<tr>
<td>T-bill 6-months</td>
<td>0.0069 (0.0076)</td>
<td>0.199 (0.056)</td>
<td>0.0004 (0.0096)</td>
<td>0.091 (0.064)</td>
<td></td>
</tr>
<tr>
<td>T-bill 9-months</td>
<td>0.0070 (0.0075)</td>
<td>0.145 (0.058)</td>
<td>0.0004 (0.0095)</td>
<td>0.029 (0.059)</td>
<td></td>
</tr>
<tr>
<td>Bond 2-3 years</td>
<td>0.0070 (0.0070)</td>
<td>-</td>
<td>0.0006 (0.0090)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Bond 4-5 years</td>
<td>0.0070 (0.0068)</td>
<td>0.011 (0.046)</td>
<td>0.0008 (0.0089)</td>
<td>0.029 (0.059)</td>
<td></td>
</tr>
<tr>
<td>Bond 5-10 years</td>
<td>0.0072 (0.0066)</td>
<td>0.020 (0.053)</td>
<td>0.0007 (0.0087)</td>
<td>0.003 (0.057)</td>
<td></td>
</tr>
<tr>
<td>Bond &gt;10 years</td>
<td>0.0075 (0.0063)</td>
<td>0.029 (0.054)</td>
<td>0.0005 (0.0085)</td>
<td>0.008 (0.056)</td>
<td></td>
</tr>
</tbody>
</table>
Table 8. Critical Transaction Costs for One-Factor Models.

The critical transaction costs are defined as the amount of transaction costs for which the Wald p-value is equal to 0.05. Transaction costs are relative to the price and presented in basis points. The table presents results are for monthly and quarterly holding periods.

<table>
<thead>
<tr>
<th>Asset set</th>
<th>Monthly holding period</th>
<th>Quarter holding period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vasicek Model</td>
<td>CIR Model</td>
</tr>
<tr>
<td>Monthly holding period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-maturities</td>
<td>0.9 bp</td>
<td>0.9 bp</td>
</tr>
<tr>
<td>Long-maturities</td>
<td>0.1 bp</td>
<td>0.1 bp</td>
</tr>
<tr>
<td>All-maturities</td>
<td>1.0 bp</td>
<td>0.9 bp</td>
</tr>
</tbody>
</table>

Table 9. Wald-test and SEB for Two-Factor Models in Frictionless Markets.

The table reports Wald test results and the SEB for the two-factor affine models. Asymptotic standard errors of the SEB are given in brackets. To calculate the asymptotic covariance matrices for the quarterly holding period, we use the Newey-West method with 2 lags to correct for the overlapping nature of the returns.

<table>
<thead>
<tr>
<th>Asset set</th>
<th>Monthly Holding Period</th>
<th>Quarterly holding period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vasicek Model</td>
<td>CIR Model</td>
</tr>
<tr>
<td>Monthly Holding Period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald p-value: Short-maturities</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Wald p-value: Long-maturities</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td>Wald p-value: All-maturities</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Wald p-value: Short-maturities</td>
<td>0.239</td>
<td>0.233</td>
</tr>
<tr>
<td>Wald p-value: Long-maturities</td>
<td>0.239</td>
<td>0.233</td>
</tr>
<tr>
<td>Wald p-value: All-maturities</td>
<td>0.239</td>
<td>0.233</td>
</tr>
</tbody>
</table>
Table 10. Critical Transaction Costs for Two-Factor Models.

The critical transaction costs are defined as the amount of transaction costs for which the Wald p-value is equal to 0.05. Transaction costs are relative to the price and presented in basis points. The table presents results for monthly and quarterly holding periods.

<table>
<thead>
<tr>
<th>Asset set</th>
<th>Vasicek Model</th>
<th>CIR Model</th>
<th>All Affine Models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monthly holding period</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-maturities</td>
<td>0.7 bp</td>
<td>0.8 bp</td>
<td>0.9 bp</td>
</tr>
<tr>
<td>Long-maturities</td>
<td>0.6 bp</td>
<td>0.6 bp</td>
<td>0.1 bp</td>
</tr>
<tr>
<td>All-maturities</td>
<td>0.8 bp</td>
<td>0.9 bp</td>
<td>0.8 bp</td>
</tr>
<tr>
<td><strong>Quarterly holding period</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-maturities</td>
<td>2.0 bp</td>
<td>2.2 bp</td>
<td>2.8 bp</td>
</tr>
<tr>
<td>Long-maturities</td>
<td>1.1 bp</td>
<td>0.9 bp</td>
<td>0.6 bp</td>
</tr>
<tr>
<td>All-maturities</td>
<td>2.2 bp</td>
<td>2.2 bp</td>
<td>2.7 bp</td>
</tr>
</tbody>
</table>
Figure 1. SEB-Multipliers One-Factor Vasicek Model. T-ratios of SEB-multipliers for monthly returns and one-factor Vasicek model, at transaction costs of 0 and 1 basis point.

Figure 2A. Monthly SEB for One-Factor Models. The graph shows the SEB for different sizes of transaction costs, for the risk-neutral pricing model, and one-factor Vasicek, CIR and affine models. Monthly holding periods.
Figure 2B. Quarterly SEB for One-Factor Models. The graph shows the SEB for different sizes of transaction costs, for the risk-neutral pricing model, and one-factor Vasicek, CIR and affine models. Quarterly holding periods.

Figure 3. SEB-Multipliers Two-Factor Vasicek Model. T-ratios of SEB-multipliers for monthly returns and two-factor Vasicek model, at transaction costs of 0 and 1 basis point.
Figure 4A. Monthly SEB for Two-Factor Models. The graph shows the SEB for different sizes of transaction costs, for the risk-neutral pricing model, and two-factor Vasicek, CIR and affine models. Monthly holding periods.

Figure 4B. Quarterly SEB for Two-Factor Models. The graph shows the SEB for different sizes of transaction costs, for the risk-neutral pricing model, and two-factor Vasicek, CIR and affine models. Quarterly holding periods.