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1. Introduction

Since their introduction in Granger (1981) and Engle and Granger (1987), cointegration models and the corresponding inference techniques have developed into a central topic in time-series econometrics, generating an extensive literature. The inferential side of that literature mainly deals with Gaussian, pseudo/quasi-Gaussian likelihood, or moment-based methods for problems related, e.g., to the cointegration rank or the cointegrating vectors; see, among many others, Stock (1987), Johansen and Juselius (1990), Johansen (1988, 1991, 1995), Phillips (1991), and Reinsel and Ahn (1992).

Whenever optimality issues—of a local and asymptotic nature in this context—are to be addressed, the adequate tool is Le Cam’s asymptotic theory of statistical experiments; see, e.g., Strasser (1985), Le Cam (1986), Le Cam and Yang (1990), or Van der Vaart (2000). The concept of limit experiment—more precisely, limits of local sequences of experiments—there plays an essential role: depending on their nature, those limit experiments indeed determine the asymptotic performances of tests and estimators, and the various efficiency bounds (parametric or nonparametric) that can be achieved. Often, they also suggest how to construct optimal procedures. That approach, for cointegration models, has been taken by several authors, including Phillips (1991), Jeganathan (1991) and Hodgson (1998a, 1998b), and exploited to construct optimal tests for hypotheses on the cointegration vectors.

This paper focuses on the construction of optimal tests for hypotheses on the cointegration rank in error-correction models (ECMs). We allow for possible deterministic linear time trends—generated by non-zero values of the parameter $\mu$ in model (2.1) below. The presence of such trends indeed has a dramatic impact on the nature of the various limit experiments. It leads, for specific directions, both within and outside the cointegrating space, to the familiar Locally Asymptotically Normal (LAN) structure, albeit with nonstandard convergence rate $T^{3/2}$ (Corollary 3.1). All possible limit experiments are characterized, in Proposition A.2, for non-seasonal cointegrated ECMs with independent and
identically elliptically distributed innovations. These limit experiments are generally of the complicated Locally Asymptotically Brownian Functional (LABF) type (Jeganathan (1995)). Considering, as a first step, the LAN subexperiment associated with perturbations of the cointegration rank only (no nuisances: all other parameters—cointegrating vectors and short-term dynamics—are supposed to be known), we construct new tests that are locally and asymptotically optimal (most stringent) for the cointegration rank, under specified innovation density (Section 3.2). Invoking adaptivity arguments, we then show (Section 4) that those tests actually remain optimal when all other parameters are treated as nuisances to be estimated—that is, in the full experiment (still, under specified innovation density). The tests turn out to be of the Lagrange Multiplier type.

The incentive for including possible trends in the model actually originates in applications, and many empirical studies long ago have incorporated this possibility in their analyses. This is the case, for instance, of Bernard and Durlauf (1995) in their study of convergence and common trends in per capita output (see their Equation (3)). In the area of asset pricing, Nasseh and Strauss (2000) explicitly allow for the presence of deterministic time trends when studying the relation between stock prices and macroeconomic activity (see their Equation (3)). Swift (2011) documents a long-run relationship between health and GDP in OECD countries; model (1) in that paper explicitly allows for a parameter \( \mu \) generating linear time trends. A more recent example is Wong, Chiu and Wong (2014), in a study of optimal investment with longevity risks (see their Equations (4)–(5)). When present, trends can and should be exploited, with huge potential benefits. It should be insisted, though, that, while the optimality properties of our tests very much depend on their presence, validity (in terms of asymptotic size) remains unaffected by their absence.

Now, the actual underlying density in most applications remains unspecified, while the optimal parametric tests described in Section 3.2 typically lose their (asymptotic) validity under misspecified innovation densities. Pseudo-Gaussian (sometimes called Quasi Gaussian Maximum Likelihood, QMLE) methods then
are the common practice, therefore we start (Proposition 4.1) with deriving pseudo-Gaussian versions of the optimal parametric tests of Section 3.2. Those pseudo-Gaussian tests are quite satisfactory when actual densities are close to Gaussian ones. This, however, (due, e.g., to heavy tails) needs not be the case; and pseudo-Gaussian methods unfortunately may exhibit rather poor performances away from the Gaussian. Traditional semiparametric methods (in the Bickel et al. (1993) style) in principle provide the semiparametrically optimal solution in such cases. But they remain theoretically and numerically quite heavy, as they require guessing appropriate tangent space projections (unless the problem is adaptive), running kernel estimation of innovation densities, usually with sample splitting, etc. We propose avoiding this by turning to rank-based techniques.

General results by Hallin and Werker (2003) indeed indicate that rank-based techniques offer an effective and numerically more tractable alternative, achieving semiparametric efficiency at chosen, (possibly, via data-driven methods) reference densities. Accordingly, we introduce, in Section 4.3, a class of test statistics involving a multivariate notion of residual signed ranks. Those statistics are obtained by projecting the optimal parametric test statistics of Section 3.2 onto those ranks, which in practice is extremely easy. The use of ranks is facilitated by the underlying assumption of elliptically distributed innovations, an assumption that has been considered in a number of contributions, see Hodgson et al. (2002) and Hodgson and Vorkink (2003) for two examples.

We then show that the rank-based versions of the locally and asymptotically most stringent tests associated with the reference density still achieve parametric optimality under that reference density—while remaining valid under the actual innovation density. Such rank-based tests offer several advantages. First of all, they are asymptotically distribution-free, so that their asymptotic critical values do not depend on the actual distribution of the innovations; were it not for the

---

2They are not admissible, though, being uniformly dominated by the van der Waerden version of our rank-based tests: see Section 4.4.
presence of estimated nuisance parameters, this distribution-freeness property would even hold exactly in finite samples. Second, while reaching parametric optimality under the reference density (which is not necessarily Gaussian), they often outperform, away from the reference density, sometimes quite significantly, the pseudo-Gaussian tests. In particular, the rank-based procedures associated with the Gaussian reference density (van der Waerden, or Gaussian-score tests) uniformly improve over the pseudo-Gaussian ones (see Section 4.4). In general, rank-based procedures provide a form of robustness that stabilizes finite-sample sizes (see Section 5). The use of ranks relies on the assumed elliptical error distribution. Pseudo-Gaussian procedures do not require that assumption for validity. The present paper thus quantifies the gains possible in applications where ellipticity is likely to hold.

The remainder of this paper is organized as follows. Section 2 gives a precise description of the model and model assumptions considered throughout. Section 3 presents a special case (relevant for testing hypotheses on the cointegration rank) of our general result on the (local) limit experiments resulting from the cointegrated error-correction model (the general result is available in Appendix A). Those limit experiments, for given innovation density, settle the parametric efficiency bounds, and provide the parametrically optimal procedures, for testing hypotheses on the cointegration rank. Exploiting the specific form of those parametrically optimal procedures, we provide, in Section 4, quasi-Gaussian and rank-based versions of the same tests, and study their properties under the null and local alternatives. In particular, we pay attention to the impact of computing ranks from estimated residuals instead of the actual innovations. These results are subsequently used in Proposition 4.3 to construct asymptotically distribution-free most-stringent rank-based tests of the cointegration rank; for the purpose of comparisons, we also provide (Propo-

\footnote{Note that ranks in the context of cointegration have been used before by Breitung and Gouriéroux (1997) and Breitung (2001)—in a totally different spirit (no optimality concerns), though, and based on a totally different concept of ranks.}
sition 4.1) the explicit form of the corresponding optimal quasi-Gaussian tests. Even though the rates of convergence of our procedures are \( T^{3/2} \), their finite sample performance is ultimately of interest. Section 5 therefore, provides a simulation study that shows that our asymptotic analysis indeed provides a most decent approximation to actual finite-sample performances and the differences in limiting power of the various tests are visible in finite samples. Further Monte Carlo results are provided in Appendix D. Technical results and proofs are concentrated in Appendices A–C.

2. The model

We consider realizations \( X^{(T)} := (X_1, \ldots, X_T)' \) from a \( p \)-dimensional stochastic process \( \{X_t \mid t \in \mathbb{N}\} \) generated by the \( k \)-th order vector autoregressive model written in \textit{error-correction form} (ECM)

\[
\Delta X_t = \Pi X_{t-1} + \sum_{j=1}^{k-1} \Gamma_j \Delta X_{t-j} + \mu + \varepsilon_t, \quad t \in \mathbb{N},
\]

where \( \Delta \) denotes first-order differencing, \( X_{1-k}, \ldots, X_0 \) are deterministic starting values, \( \Pi \in \mathbb{R}^{p \times p}, \Gamma := (\Gamma_1, \ldots, \Gamma_{k-1}) \in \mathbb{R}^{p \times (k-1)p} \) and \( \mu \in \mathbb{R}^p \) are parameters, and \( \{\varepsilon_t\} \) is an i.i.d. sequence of elliptically distributed innovations (centered at the origin) with density \( f \). We shall assume that \( \{X_t\} \) is integrated of order one.

The assumptions we impose on this model are of two types: assumptions on the density \( f \) of \( \varepsilon_t \) (the innovation density), and assumptions on the parameters \( \mu \), \( \Gamma \), and \( \Pi \).

2.1. Innovation densities

We assume throughout that the innovations are elliptically distributed.

\textbf{Assumption 1.} (Elliptical symmetry) There exists a \( p \times p \) symmetric positive definite matrix \( \Sigma \) and a function \( f : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) satisfying \( \int_0^\infty z^{p-1} f(z) dz = 1 \).
(the radial density) such that
\[
\int e = \int_{\Sigma} f(e) := \frac{1}{\omega_{p} \sqrt{\det \Sigma}} f(\|e\|_{\Sigma}), \quad e \in \mathbb{R}^{p},
\] (2.2)
where \(\|e\|_{\Sigma} := (e'\Sigma^{-1}e)^{1/2}\) and \(\omega_{p}\) denotes the Lebesgue measure of the unit sphere \(S^{p-1}\) in \(\mathbb{R}^{p}\).

Under Assumption 1, the radial distance \(\|\varepsilon_{t}\|_{\Sigma}\) has density \(\tilde{f}_{p}(z) := z^{p-1} f(z)\) at \(z \in \mathbb{R}_{+}\); write \(\tilde{F}_{p}\) for the corresponding distribution function. On the radial density \(f\) we impose the following regularity assumption.

**Assumption 2.** (Radial density)

(a) The radial density \(f\) is absolutely continuous with a.e. derivative \(f'\), i.e.
there exists a function \(f'\) such that
\[
f(b) - f(a) = \int_{a}^{b} f'(z)dz \quad \text{for all} \quad 0 \leq a < b.
\]
(b) The radial Fisher information
\[
I_{p}(f) := E \phi_{f}^{2}(\|\varepsilon_{1}\|_{\Sigma}) = \int_{0}^{1} \phi_{f}^{2} \left(\tilde{F}_{p}^{-1}(u)\right) du,
\]
where \(\phi_{f} := -f'/f\) denotes the so-called location score of \(f\), is finite.
(c) \(f(z) > 0\) for all \(z \in \mathbb{R}_{+}\). \(\Box\)

Observe that the location score for the \(p\)-variate density \(f\) is
\[
-\nabla_{e} \log f(e) = \phi_{f}(\|e\|_{\Sigma}) \Sigma^{-1/2} u \quad \text{a.e., with} \quad u := \Sigma^{-1/2} e/\|e\|_{\Sigma}, \quad e \in \mathbb{R}^{p},
\]
which explains our terminology for \(\phi_{f}\) and \(I_{p}(f)\). It is possible to weaken Assumption 2 into an assumption of quadratic mean differentiability for the

---

4 Clearly, (2.2) identifies \(f\) and \(\Sigma\) only up to a scale factor; requiring \(\int_{0}^{\infty} z^{p-1} f(z)dz = 1\) thus only imposes an identification constraint, and does not restrict the model. Moreover, both \(\Sigma\) and \(f\) are nuisance parameters in our problem.

5 Note that, contrary to \(\tilde{f}_{p}\), and despite of its common name, the radial density \(f\) is not a probability density, as it does not integrate to one.
mapping \( e \mapsto f^{1/2}(\|e\|) \); this is mainly of theoretical interest, though, and we refer to Section 1 of Hallin and Paindaveine (2002a) for details.

Let \( \mathcal{F} \) denote the set of all radial densities satisfying Assumption \( 2 \). The existence of moments for \( \tilde{f} \) is completely determined by the existence of the corresponding moments for \( \tilde{f}_p \); denote by \( \mathcal{F}_2 \) the subset of \( \mathcal{F} \) yielding elliptical densities with finite second moment, i.e.,

\[
\mathcal{F}_2 := \left\{ f \in \mathcal{F} \mid \int \zeta^2 \tilde{f}_p(\zeta) d\zeta = \int z^{p+1} f(z) dz < \infty \right\}.
\]

2.2. Parameter restrictions

We are interested in the case that \( \{X_t\} \) is integrated of order one, \( I(1) \), and has no seasonal unit roots. The number of linearly independent cointegrating relationships, i.e. the dimension of the cointegration space, is denoted by \( r \). The required restrictions on the parameters are well known (see, e.g., Johansen (1995)); to set notation, and for the sake of completeness, we briefly recall them here.

The characteristic polynomial \( A_{\Gamma,\Pi} \) associated with (2.1) is

\[
A_{\Gamma,\Pi}(z) := (1 - z)I_p - \Pi z - \sum_{j=1}^{k-1} \Gamma_j (1 - z) z^j, \quad z \in \mathbb{C}.
\]

A (non-seasonal) unit root implies that \( \Pi \) is singular: indeed, we then have \( 0 = |A_{\Gamma,\Pi}(1)| = |\Pi| \), and \( \Pi \) has rank \( r \), \( 0 \leq r \leq p - 1 \). Accordingly, we can write \( \Pi \) as the product \( \Pi = \alpha \beta' \) of two \( p \times r \) matrices \( \alpha \) and \( \beta \) of rank \( r \); in case \( r = 0 \), define \( \alpha := 0_{p \times p} =: \beta \). Also, as usual, let \( \alpha_\perp \) and \( \beta_\perp \) denote \( p \times (p-r) \) matrices of rank \( (p-r) \) satisfying \( \alpha' \alpha_\perp = 0_{r \times (p-r)} = \beta' \beta_\perp \); for \( r = 0 \), define \( \alpha_\perp := I_p =: \beta_\perp \).

Using the notation above, the parameter restrictions are formalized as follows.

**Assumption 3.** The matrices \( \Pi = \alpha \beta' \) and \( \Gamma \) in (2.1) are such that

(a) the rank of \( \Pi \) is \( r < p \);

\[\text{Note that the matrices } \alpha, \alpha_\perp, \beta, \text{ and } \beta_\perp \text{ are not uniquely defined (unless } r = 0 \). \text{ That lack of identifiability plays no role in the sequel.}\]
(b) if $|A_{Γ,Π}(z)| = 0$ then $|z| > 1$ or $z = 1$;

c) the matrix $Ψ = Ψ_{Γ,Π} := α'_⊥ (I_p - \sum_{j=1}^{k-1} Γ_j) β'_⊥$ is non-singular.

Assumption 3(b) excludes the possibility of explosive behavior and seasonal unit roots in the process $\{X_t\}$, and Assumption 3(c) is equivalent to the requirement that $z \mapsto A_{Γ,Π}(z)$ has exactly $(p - r)$ unit roots and prevents the process from being $I(2)$.

2.3. Deterministic linear trend

Under Assumption 3, the following version of the Granger-Johansen representation theorem, see Hansen (2005) and Nielsen (2009), holds: the process $\{X_t\}$ generated by (2.1) admits the representation

$$X_t = β'_⊥ Ψ^{-1} α'_⊥ \sum_{s=1}^{t} (ε_s + µ) + Y_t + a, \quad t \in \mathbb{N}, \quad (2.3)$$

where

(i) $a$ is a deterministic starting value satisfying $β'a = 0$;

(ii) the process $\{Y_t\}$ is of the form $Y_t = \Upsilon V_t$ for some $p \times (r + (k - 1)p)$ matrix $\Upsilon$, where

$$V'_t := ((β'X_t)'', (∆X_t)'', ..., (∆X_{t-k+2})'')$$

satisfies $V_t = c + ΞV_{t-1} + Ωε_t$, $t \in \mathbb{N}$, for some $(r + (k - 1)p) \times p$ matrix $Ω$, $(r + (k - 1)p)$-dimensional vector $c$, and $(r + (k - 1)p) \times (r + (k - 1)p)$ matrix $Ξ$ whose eigenvalues are all less than one in absolute value.

The representation (2.3) immediately implies that the cointegration vectors, i.e. the columns of $β$, eliminate both the deterministic linear trend and the stochastic common trends. As discussed in the introduction, we will focus on

---

7See, for example, Johansen (1995).

8The starting value $a$, the vector $c$ and the matrices $Υ$, $Ξ$, and $Ω$ all depend on the parameters $µ, Γ_1, ..., Γ_{k-1}, α$, and $β$. Exact formulas for these quantities are available (see Hansen (2005) and, in particular, Theorem 3.2 in Nielsen (2009)), but we do not need them for our purposes.
the situation in which at least one component of \( \{X_t\} \) has a deterministic, linear time trend, i.e., at least one component of the \( p \)-vector \((\beta_\perp \Psi^{-1} \alpha_\perp' \mu)t\) does not vanish. Of course, this is only the case, under Assumption 3, if \( \alpha_\perp' \mu \neq 0_{p-r} \). This motivates the following definition.

**Definition 1.** We say that the process \( \{X_t\} \) defined in (2.1) contains a (deterministic and linear) time trend if \( \alpha_\perp' \mu \neq 0_{p-r} \). 

In Section 3, we derive the limit experiment of the cointegrated ECM (2.1) with a deterministic and linear time trend. We exploit this limit experiment to construct new statistics for testing hypotheses on the cointegration rank. While these tests are optimal (in a sense to be made precise later on) whenever \( \alpha_\perp' \mu \neq 0_{p-r} \), we already stress that they remain valid (in the sense of correct asymptotic size) also in case none of the components has a linear deterministic time trend, i.e. \( \alpha_\perp' \mu = 0_{p-r} \).

We conclude this section with some more notation. Let \( \Theta \) denote the set of admissible values of the parameter \( \vartheta := (\mu, \Gamma, \Pi) \), i.e., those values of \( \vartheta \) where \( \mu \in \mathbb{R}^p \) is unrestricted, but \( \Gamma \) and \( \Pi \) are such that Assumption 3 holds. We write \( P^{(T)}_{\vartheta; \Sigma; f} \) or \( P^{(T)}_{\mu; \Gamma, \Pi; \Sigma; f} \) for the distribution of the vector \((X_1, \ldots, X_T)\) generated by (2.1), conditional on the starting values \( X_{-k+1}, \ldots, X_0 \), under the Euclidean parameter values \((\vartheta; \Sigma) = (\mu, \Gamma, \Pi; \Sigma) \) and the infinite-dimensional parameter \( f \).

3. Limit experiments and optimal inference in parametric submodels

A complete picture of the limiting local experiments associated with the ECM (2.1) is provided in the appendix in Proposition 3.2. In this section, however, we focus on the particular case that general result which is needed when performing inference about the cointegration rank. Section 3.1 deals with those particular limit experiments. Then, in Section 3.2 we exploit that result to study optimal inference on the cointegration rank in specific parametric submodels with specified innovation density. The form of the resulting optimal parametric tests then will help us deriving the semiparametric optimal ones we propose in Section 4.
3.1. Local limit experiments

To obtain the local limiting experiments, we analyze the (limiting) behavior of likelihood ratios for specific local perturbations \( \vartheta(T) := (\mu(T), \Gamma(T), \Pi(T)) \) of \( \vartheta = (\mu, \Gamma, \Pi) \in \Theta \). Note that, since \( \Theta \) is not an open set, it may happen that \( \vartheta(T) \) does not belong to \( \Theta \) and possibly corresponds, for instance, to explosive-root alternatives. The results we are deriving nevertheless also hold for such alternatives. The model we are investigating is, in that sense, slightly larger than the one parametrized by \( \Theta \); this is common practice in the cointegration literature—see, e.g., Johansen (1995) on Gaussian maximum likelihood estimators. We do not need to consider local alternatives for \((\Sigma, f)\) as it turns out that the testing problems we consider in this paper are adaptive with respect to \((\Sigma, f)\), see Section 4.

Building on the factorization \( \Pi = \alpha\beta' \), where \( \alpha \) and \( \beta \) are full-rank \( p \times r \) matrices, define local (here, local to \( \vartheta = (\mu, \Gamma, \Pi) \)) sequences of alternatives of the form \( \vartheta(T) = (\mu(T), \Gamma(T), \Pi(T)) \), with

\[
\mu(T) = \mu_m(T) := \mu + T^{-1/2}m, \quad \Gamma(T) = \Gamma_G(T) := \Gamma + T^{-1/2}G,
\]

and

\[
\Pi(T) = \Pi_{A,b,B,d}(T) := \alpha_A(T)\beta_{b,B}(T)' + T^{-3/2}\alpha_\perp d(\beta_\perp \Psi^{-1}\alpha_\perp \mu)',
\]

where

\[
\alpha(T) = \alpha_A(T) := \alpha + T^{-1/2}A \quad \text{and} \quad \beta(T) = \beta_{b,B}(T) := \beta + T^{-3/2}(\beta_\perp \Psi^{-1}\alpha_\perp \mu)b' + T^{-1}\beta_\perp B'.
\]

The local parameters characterizing those alternatives are thus

\[
m \in \mathbb{R}^p, \ G_1, \ldots, G_{k-1} \in \mathbb{R}^{p \times p}, \ A \in \mathbb{R}^{p \times r}, \ b \in \mathbb{R}^r, \ B \in \mathbb{R}^{r \times p-r}, \ \text{and} \ d \in \mathbb{R}^{p-r}.
\]

Recall that \( \alpha \) and \( \beta \) are not separately identified, as only their product \( \Pi = \alpha\beta' \) is, which implies that the interpretation of the local parameters \( A, b, \) and \( B \) depends on the factorization adopted for \( \Pi \) and the chosen versions of \( \alpha_\perp \) and \( \beta_\perp \). This, however, has no further consequences in the sequel.
The localizing rates (the standard $T^{-1/2}$ and "super-consistency" rates $T^{-1}$ and $T^{-3/2}$) are such that $\Pi^{(T)}_{A,b,B,d}$ yields a contiguous alternative to $\Pi$. Contiguous means that the induced probability measures are neither asymptotically orthogonal (such that testing becomes trivial), nor equal (such that testing becomes impossible). See, for example, Chapter 6 in Van der Vaart (2000) for a formal discussion. Note that perturbations at rate $T^{-3/2}$ are only detectable if the process contains a deterministic linear trend, i.e., when $\alpha'_r \mu \neq 0_{p-r}$.

The perturbations of $\mu$, $\Gamma$ and $\alpha$ are standard, while the perturbation of $\Pi$ is somewhat more subtle. The local parameters $A$, $b$, and $B$ perturb the space of adjustment coefficients and modify the cointegrating space without affecting (for $T$ large enough) the cointegration rank $r$. Provided that the process contains a deterministic linear trend (i.e., $\alpha'_r \mu \neq 0_{p-r}$), a perturbation $d \neq 0$ does (for $T$ large enough) affect the cointegration rank by increasing it from $r$ to $r+1$.

To describe the limit experiments associated with these perturbations, we introduce the following notation. For all $\vartheta$ and $\Sigma > 0$, define the residuals

$$
\epsilon_t = \epsilon_t(\vartheta) := \Delta X_t - \Pi X_{t-1} - \sum_{j=1}^{k-1} \Gamma_j \Delta X_{t-j} - \mu
$$

and, with $\Sigma^{1/2}$ the symmetric square root of $\Sigma$, the corresponding sphericized unit vectors (playing the role of multivariate signs)

$$
U_t = U_t(\vartheta; \Sigma) := \frac{1}{\|\epsilon_t(\vartheta)\|_\Sigma} \Sigma^{-1/2} \epsilon_t(\vartheta),
$$

with the convention that $U_t := 0$ in case $\epsilon_t = 0$.

Under Assumption 1, $U_t := \Sigma^{-1/2} \epsilon_t/\|\epsilon_t\|_\Sigma$ is uniformly distributed over the unit sphere $S^{p-1}$ and independent of $\|\epsilon_t\|_\Sigma$. And, if $\vartheta$ and $\Sigma$ are the true parameter values, that is, under $P^{(T)}_{\vartheta; \Sigma, f}$, $\epsilon_t(\vartheta)$ and $U_t(\vartheta; \Sigma)$ coincide with $\epsilon_t$ and $U_t$, respectively. This explains the above terminology.

We are now ready to describe the limit experiments.

**Proposition 3.1.** Consider the Error Correction Model (2.1) with a deterministic linear trend, i.e., assume $\alpha'_r \mu \neq 0_{p-r}$. Let Assumptions 1,2 hold, $\vartheta \in \Theta$,
and $f \in \mathcal{F}_2$. Consider a bounded sequence of perturbations
\[ h_T := (m_T', (\text{vec } G_T)', (\text{vec } A_T)', b_T', (\text{vec } B_T)', d_T'), \]
with $\beta, B_T'$ orthogonal to $\beta, \Psi^{-1}\alpha', \mu$, defining a local parameter sequence $\theta(T)$, see \cite{1,2}. Then, under $P_{\theta(T)}$, as $T \to \infty$, we have
\[ \log \frac{dP_{\theta(T), \Sigma, f}(T)}{dP_{\theta(T)}(T)} = h_T \Delta_\theta(T) - \frac{1}{2} h_T J_\theta(T) h_T + o_T(1), \tag{3.6} \]
with central sequence $\Delta_\theta(T) = (\Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}', \Delta_{\theta(T)}')'$, where $\Delta_{\theta(T)}'$ is shorthand notation for $(\Delta_{\theta(T)}', \ldots, \Delta_{\theta(T)}')'$, given by
\[ \Delta_{\theta(T)} := \sum_{t=1}^{T} \left( \begin{array}{c} \sum_{i=1}^{t} (Z_{T_i}^{(1)}(\theta) \otimes I_p) \\ Z_{T_i}^{(2)}(\theta) \otimes \alpha' \\ Z_{T_i}^{(3)}(\theta) \otimes \alpha' \\ \end{array} \right) \Sigma^{-1/2} U_t(\theta) \Phi(t(\theta)) \right) \right), \tag{3.7} \]
and Fisher Information
\[ f_{\theta} := \frac{Z_{\theta}}{p} \sum_{i=1}^{T} \left( \begin{array}{c} \sum_{t=1}^{T_i} (Z_{T_i}^{(1)}(\theta) \otimes \Sigma^{-1}) \\ Z_{T_i}^{(2)}(\theta) \otimes \Sigma^{-1} \alpha' \\ Z_{T_i}^{(3)}(\theta) \otimes \alpha' \Sigma^{-1} - \Sigma^{-1} \alpha' \end{array} \right), \tag{3.8} \]
where $Z_{T_i}^{(1)} = Z_{T_i}^{(1)}(\theta)$ and $Z_{T_i}^{(2)} = Z_{T_i}^{(2)}(\theta)$ are defined by
\[ Z_{T_i}^{(1)} := T^{-1/2} \left( \begin{array}{c} 1 \\ \Delta X_i \\ \vdots \\ \Delta X_{i-k+1} \end{array} \right), \quad \text{and} \quad \Delta X_{i} := \frac{1}{2} \left( \begin{array}{c} \sum_{t=1}^{T_i} (Z_{T_i}^{(1)}(\theta) \otimes \Sigma^{-1}) \\ Z_{T_i}^{(2)}(\theta) \otimes \alpha' \Sigma^{-1} - \Sigma^{-1} \alpha' \end{array} \right), \tag{3.9} \]
respectively.

Moreover, still under under $P_{\theta(T), \Sigma, f}(T)$, $(\Delta_{\theta}(T), f_{\theta}(T))$ converges in distribution to $(\Delta, J)$ with $E \exp(h^2(\Delta - h^2J/2)) = 1$ for all $h$. The distribution of $(\Delta, J)$ is provided in Appendix \cite{A}. Denoting by $\Delta^-$ the subvector obtained from deleting, in $\Delta$, the block of components corresponding to $B_T$, and by $J^-$ the submatrix resulting from similarly deleting, in $J$, the corresponding rows and columns, $J^-$ is deterministic, and $\Delta^- \sim N(0, J^-)$. \hfill \Box

\footnote{A \otimes BC stands for $A \otimes (BC)$; see, e.g., \cite{Magnus and Neudecker}.}

\footnote{Throughout, we use the notation $(A_T, B_T) \xrightarrow{d} (A, B)$ as shorthand for $(\text{vec}(A_T)', \text{vec}(B_T)')' \xrightarrow{d} (\text{vec}(A)', \text{vec}(B)')'$.}
Proof. The result directly follows from Proposition A.2 in the appendix by letting $D_T = 0$. 

This result calls for some remarks.

Remark 3.1.

(i) As $\beta_\perp \Psi^{-1} \alpha'_\perp \mu$ lies in the column space of $\beta_\perp$, $b_T$ and $B_T$ are not separately identified. Therefore, imposing on $B_T$ a linear constraint of the form $\beta_\perp B_T' \perp (\beta_\perp \Psi^{-1} \alpha'_\perp \mu)$ does not entail any loss of generality. This constraint actually illustrates the rationale for splitting the local perturbations of $\beta$ into $b_T$ and $B_T$. From (2.3) we see that, under $P_{\vartheta; \Sigma, f}$, $\beta'X_t$ is stationary and has zero drift (as $\beta' \beta_\perp \Psi^{-1} \alpha'_\perp \mu = 0$). For local perturbations $\beta^{(T)}$ of $\beta$ induced (at rate $T$) by $B_T$, this still holds (under $P_{\vartheta; \Sigma, f}$): indeed, $\beta^{(T)}'X_t$ remains stationary since the additional effect of $B_T$ on the drift is $T^{-1}B_T \beta' \beta_\perp \Psi^{-1} \alpha'_\perp \mu = 0$. On the other hand, the local perturbations $\beta^{(T)}$ of $\beta$ induced (at rate $T^{3/2}$) by $b_T$ lead, under $P_{\vartheta; \Sigma, f}$, and provided that $\beta_\perp \Psi^{-1} \alpha'_\perp \mu \neq 0$, to non-zero drifts in $\beta^{(T)}'X_t$, of magnitude $T^{-3/2}b_T |\beta_\perp \Psi^{-1} \alpha'_\perp \mu|^2$. These effects on drifts also explain the different localizing rates for $b_T$ and $B_T$.

(ii) While a formal derivation of the central sequence is given in the proof of Proposition A.2, the form of $\Delta^{(T)}_{\vartheta}$ in (3.7) also follows by pointwise differentiation of the log-likelihood. Such differentiation does not yield the terms $-(t-1)\beta_\perp \Psi^{-1} \alpha'_\perp \mu$ in $Z^{(2,2)}_{T_t}(\vartheta)$. However, these terms, corresponding to $B_T$, vanish in the expansion of the log-likelihood ratio, due to the imposed orthogonality condition

$$\text{vec}(B_T)'(\beta'_\perp (\beta_\perp \Psi^{-1} \alpha'_\perp \mu) \otimes \alpha') = \text{vec} (\alpha B \beta'_\perp (\beta_\perp \Psi^{-1} \alpha'_\perp \mu))' = 0.$$ 

(iii) For $d_T = 0$ (known cointegration rank), $\alpha'_\perp \mu = 0$, and perturbations $m_T$ such that $\alpha'_\perp m_T = 0$, i.e. none of the components of $X_t$ has a linear trend, we obtain a previous Local Asymptotic Mixed Normality (LAMN) result.
by Hodgson (1998b). Without imposing $\alpha'_\perp \mu = 0$, for the same local parameter values such that $\alpha'_T m_T = 0$, the sequence of local subexperiments is not LAMN; see Remark A2 in the appendix for further details.

For the special case $B_T = 0$, we thus have the traditional Locally Asymptotically Normal (LAN) limiting behavior, i.e. the limit of the local subexperiments associated with $B_T = 0$ is a Gaussian shift experiment; we organize this special case into the following corollary.

**Corollary 3.1.** Let Assumptions 1-3 hold, $\vartheta \in \Theta$, and $f \in F_2$. Then, the sequences of local subexperiments associated with perturbations of the form (3.1)-(3.3) with $B_T = 0$ are asymptotically normal.

**Remark 3.2.** The above LAN behavior will be used to motivate tests on the cointegration rank. However, as the cointegrating vectors $\beta$ have to be estimated (imposing the null hypothesis), in order to calculate the (ranks of the) residuals, we are forced to consider experiments with $B_T \neq 0$ as well. As explained before, this leads to non-LAMN behaviour. We will demonstrate in Section 4 that, for our specific testing problem, adaptivity with respect to the perturbation $B_T$ holds, so that optimality results carry over to the non-LAN model of interest.

### 3.2. Optimal parametric inference on the cointegration rank

We are interested in the problem of testing the null hypothesis that the cointegration rank is $r_0$ against the alternative value $r_0 + 1$. In the presence of a deterministic linear trend, this is achieved by detecting the existence of an additional cointegrating vector. Locally, there is exactly one such cointegrating vector, proportional to $\beta_\perp \Psi^{-1} \alpha'_T \mu$, at rate $T^{3/2}$; see (3.3)1. In terms of the local parameters $\omega_0 - \omega$, the null hypothesis of interest is thus $H : d = 0$ versus $H' : d \neq 0$, with the parameters $m$, $G$, $A$, $b$, and $B$, the scatter matrix $\Sigma$, and the radial density $f$, playing the role of nuisance parameters.

---

1. Our general result on limit experiments (Proposition A2 in Appendix A) actually can be used, via the perturbation $D$, as defined in (A.2), at rate $T$, to handle contiguous alternatives of the form $r = r_0 + k$ with $k > 1$. In this paper, however, we restrict to $k = 1$. 
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As a preliminary, however, in this section, we restrict our study to the parametric subexperiments in which \( B = 0 \) and \((\Sigma, f)\) are known; it follows from Corollary 3.1 that these subexperiments are of the LAN type. It is well known that optimal inference in LAN experiments should be based on the so-called efficient central sequence (or score), the form of which is given in the following proposition.

**Proposition 3.2.** Let Assumptions [A1-3](#) hold, \( \vartheta \in \Theta, f \in F_2 \), with \( r = r_0 \) and \( \alpha'_\bot \mu \neq 0_{p-r} \). Then,

(i) in the Gaussian shift limit experiment considered in Corollary 3.1, the efficient central sequence for \( d \), when the local parameters \( m, G, A, \) and \( b \) are treated as nuisances, is

\[
\Delta_d^* = |\beta_\perp \Psi^{-1} \alpha'_\perp \mu|^2 \int_{u=0}^{1} \left( u - \frac{1}{2} \right) \frac{1}{\Sigma^{-1/2}} S_f \psi(u), \tag{3.10}
\]

where \( W_\psi \) is a Brownian motion with \( \text{var} W_\psi(1) = p^{-1} I_p(f) \Sigma^{-1} \) and \( P_\alpha = \alpha (\alpha' \Sigma^{-1} \alpha)^{-1} \alpha' \Sigma^{-1} \) is a (non-orthogonal) projection matrix \( P_\alpha \), with the convention that \( P_\alpha = 0_{p \times p} \) (and \( \alpha_\perp = I_P \)) in case \( r_0 = 0 \);

(ii) for the corresponding local sequence of cointegration experiments, under Assumptions [A1-3](#), a version of that efficient central sequence is

\[
\Delta_d^{(T)*} = |\beta_\perp \Psi^{-1} \alpha'_\perp \mu|^2 \left( I_p \right) \frac{1}{\Sigma^{-1/2}} S_f \psi(\vartheta; \Sigma) \tag{3.11}
\]

with

\[
S_f^{(T)} = S_f^{(T)}(\vartheta; \Sigma) := T^{-1/2} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) U_t(\vartheta; \Sigma) \phi_f(\|\epsilon_t(\vartheta)\|\Sigma). \tag{3.12}
\]

Exploiting further the classical theory of LAN experiments, the following results are easily obtained; the proof follows along the lines of the more complicated proof of Proposition 4.3 and details are left to the reader.

(i) The quadratic form

\[
Q_f^{(T)}(\vartheta, \Sigma) := \frac{12p}{I_p(f)} S_f^{(T)}(\vartheta; \Sigma) \Psi^{-1/2} Q_\alpha \Sigma^{-1/2} S_f^{(T)}(\vartheta; \Sigma) \tag{3.13}
\]
with \( Q_f^{(T)}(\theta, \Sigma) := \left(12p/I_p(f)\right) \left| S_f^{(T)}(\theta; \Sigma) \right|^2 \) in case \( r_0 = 0 \) and

\[
Q_{\alpha, \Sigma} := \left[ \left( I_p - P_\alpha \right) \alpha_\perp \right] \left( \Sigma^{-1} - \Sigma^{-1} \alpha (\alpha' \Sigma^{-1} \alpha)^{-1} \alpha' \Sigma^{-1} \right)^{-1} \left[ \left( I_p - P_\alpha \right) \alpha_\perp \right]'
\]

is asymptotically chi-square with \((p - r_0)\) degrees of freedom under the null hypothesis.

(ii) Substituting appropriate (see Assumptions 4 and 5) estimators \( (\hat{\theta}^{(T)}, \hat{\Sigma}^{(T)}) \) for \((\theta, \Sigma)\) has no impact, asymptotically, on \( Q_f^{(T)}(\theta, \Sigma) \).

(iii) The test rejecting the null hypothesis whenever \( Q_f^{(T)}(\hat{\theta}^{(T)}, \hat{\Sigma}^{(T)}) \) exceeds the \((1 - z)\) quantile of the chi-square distribution with \((p - r_0)\) degrees of freedom is asymptotically most stringent at probability level \( z \).

Of course, the procedure described under (iii) is not implementable in the *semiparametric* model of interest, as it strongly depends on \( f \) being the actual density; this is why we now introduce its pseudo-Gaussian and rank-based counterparts.

### 4. Semiparametric inference

This section turns to the semiparametric—unspecified radial density \( f \)—version of the testing problem discussed in Section 3.2. In essence, the approach consists in replacing \( S_f^{(T)} \) in the quadratic form \( Q_f^{(T)} \) given in (3.13) by some computable (that is, not involving the actual, unspecified, density) counterpart. The traditional way of doing this is adopted in Section 4.1 and consists in showing that the tests based on the Gaussian version \( Q_{\phi}^{(T)} \) of (3.13) remain valid, contingent on mild regularity conditions, under non-Gaussian densities, which can be interpreted as a QMLE property. As can be expected, this pseudo-Gaussian test is optimal at Gaussian innovations only; away from the Gaussian, its performances may be poor. The second approach relies on a rank-based version of \( Q_f^{(T)} \) and allows for (asymptotically) distribution-free tests reaching optimality also at possibly non-Gaussian reference densities. That approach is developed in Section 4.3, while Section 4.2 explains how ranks naturally come
into the picture in a wide range of semiparametric problems, including those considered here.

Both approaches require consistent pre-estimation, under the null hypothesis that \( r = r_0 \), of the nuisances \( \Sigma, \mu, \Gamma, \alpha, \) and \( \beta \) (at their proper rates of convergence). For the estimation of \( \Sigma \), we need the following assumption, which is satisfied by all concepts of scatter considered in the literature, among which the empirical covariance matrix, Tyler (1987)’s robust estimator, as well as the R-estimators of Hallin et al. (2006) (when computed from the residuals).

**Assumption 4.** The sequence of estimators \( \hat{\Sigma}^{(T)} \) is such that

(i) for some \( a > 0 \), \( T^{1/2}(\hat{\Sigma}^{(T)} - a\Sigma) \) is \( \mathcal{O}_p(1) \) under \( \mathcal{P}_{\theta_0;\Sigma,f} \), as \( T \to \infty \);

(ii) \( \hat{\Sigma}^{(T)} \) is a measurable function of the \( \epsilon_t \)'s, and is invariant under their permutations and reflections with respect to the origin. \( \square \)

In the formal analysis of the testing procedures, we will need an assumption of local asymptotic discreteness on the estimators of \( (\mu, \Gamma, \alpha, \beta) \). This concept is well known for uniform \( T^{1/2} \) consistency rates, but needs a refinement in order to handle the mixed \( T \) and \( T^{3/2} \) rates associated with the cointegrating vectors \( \beta \). Moreover, the analysis is complicated by the fact that these rates are associated with directions that themselves depend on an unknown parameter, namely \( \beta \perp \Psi^{-1} \alpha \perp \mu \). Therefore, we formulate the definition of local asymptotic discreteness in a somewhat nonstandard form. A sequence of estimators \( \hat{\theta}^{(T)} = (\hat{\mu}^{(T)}, \hat{\Gamma}^{(T)}, \hat{\alpha}^{(T)}, \hat{\beta}^{(T)}) \) of \( \theta = (\mu, \Gamma, \Pi) \) is called locally asymptotically discrete if it satisfies the following assumption.

**Assumption 5.** The estimation errors

\[
T^{1/2}(\hat{\mu}^{(T)} - \mu), T^{1/2}(\hat{\Gamma}^{(T)} - \Gamma), T^{1/2}(\hat{\alpha}^{(T)} - \alpha), T(\hat{\beta}^{(T)} - \beta),
\]

and

\[
T^{3/2}(\hat{\beta}^{(T)} - \beta)' \beta \Psi^{-1} \alpha \perp \mu
\]

\[^{12}\text{As } \alpha \text{ and } \beta \text{ as well as } \hat{\alpha}^{(T)} \text{ and } \hat{\beta}^{(T)} \text{ are not uniquely identified, we implicitly impose that it is possible to select versions of these objects such that the assumption holds.} \]


all are $O_p(1)$ under $P_{\varphi,\Sigma,f}^{(T)}$ as $T \to \infty$ (rate optimality). Moreover, for any $M > 0$, the number of distinct possible values of these estimation errors in balls of radius $M$ centered at the origin, is bounded as $T \to \infty$. \hfill \square

In standard situations, where all parameters are estimable at rate $T^{1/2}$, any $T^{1/2}$-consistent estimator can easily be turned into a locally asymptotically discrete one by simply rounding each element to the closest point in a grid of the form \{ $kT^{-1/2}$ : $k \in \mathbb{Z}$ \}. Indeed, such rounding does not affect $T^{1/2}$-consistency and leads to the desired discreteness. In the ECM with deterministic linear trend this is, due to the variety of convergence rates, a bit more complicated; see Appendix \ref{app:B} for the construction of a locally asymptotically discrete estimator starting from a rate-optimal one. It should be insisted, though, that local asymptotic discreteness is required in formal asymptotic statements, but has little to no practical implications. Certainly, one should not bother to discretize estimators in practice: see Page 125 or 188 of \textit{Le Cam and Yang (1990)} for a discussion on this point.

\subsection{Pseudo-Gaussian testing procedures}

Although we throughout avoid Gaussian assumptions and emphasize the semiparametric nature of the problem, Gaussian procedures—more precisely, the pseudo- or quasi-Gaussian ones—remain a classical benchmark. More, these procedures have the advantage of not requiring the ellipticity assumption on the innovations (but merely a zero mean). However, as we will see, this advantage comes at a significant cost of reduced power.

Particularizing \eqref{quad} to the case of a Gaussian $f$, namely, letting $f = f_G$ with $f_G(e) = (2\pi)^{-p/2}\vert \Sigma \vert^{-1/2}\exp(-\frac{1}{2}\|e\|_\Sigma^2)$, hence $f_G(z) = 2^{1-p/2}T^{-1/2}(\frac{p}{2}) \exp(-\frac{z^2}{2})$ and $\phi_f(z) = z$, the efficient central sequence \eqref{Delta} takes the form

\begin{align*}
\Delta_{\Delta_{i}} &= \left| \beta \perp \Psi^{-1} \alpha \perp \mu \right|^2 \left[ (I_p - P_\alpha) \alpha \perp \right] \Sigma^{-1/2} S_{\perp i}, \\
S_{\perp i}^{(T)}(\varphi, \Sigma) &= T^{-1/2} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \Sigma^{-1/2} \epsilon_t(\varphi),
\end{align*}

yielding, for \eqref{quad}, the quadratic form \eqref{Delta} below.
Proposition 4.1. Let Assumptions 1-3 hold, \( \vartheta \in \Theta_f \), \( f \in \mathcal{F}_2 \), with \( r = r_0 \) and \( \alpha_\perp \mu \neq 0 \). Consider the quadratic form
\[
Q^{(T)}(\vartheta, \Sigma) := 12 S^{(T)}(\vartheta, \Sigma) \Sigma^{-1/2} \tilde{Q}_{\alpha, \Sigma} \Sigma^{-1/2} S^{(T)}(\vartheta, \Sigma),
\]
with \( Q^{(T)}(\vartheta, \Sigma) := 12 \left| S^{(T)}(\vartheta, \Sigma) \right|^2 \) in case \( r_0 = 0 \), and \( Q_{\alpha, \Sigma} \) defined in \( (3.14) \). Then,

(i) for any \( f \in \mathcal{F}_2 \), \( Q^{(T)}(\vartheta, \Sigma) \) under \( P^{(T)}(\vartheta, \Sigma; f) \) has an asymptotic \( \chi^2_{p-r_0} \) distribution (this distribution is exact for Gaussian \( f \));

(ii) for any \( f \in \mathcal{F}_2 \), under \( P_{\vartheta^{(T)}; \Sigma; f} \) with \( \vartheta^{(T)} \) as in \( (3.1) \)–\( (3.3) \), \( Q^{(T)}(\vartheta, \Sigma) \) has a limiting non-central \( \chi^2_{p-r_0} \) distribution with noncentrality parameter
\[
I_2^p(f, f_G) \quad \text{in case } r_0 > 0,
\]
and \( (I_2^p(f, f_G)/12p^2) \left| \beta_\perp \Psi^{-1} \alpha_\perp \mu \right|^4 \| d \|_{\Sigma}^2 \) in case \( r_0 = 0 \);

(iii) the limiting \( \chi^2_{p-r_0} \) and non-central \( \chi^2_{p-r_0} \) distributions in (i) and (ii) remain asymptotically valid for \( Q^{(T)}_1(\vartheta^{(T)}, \hat{\Sigma}^{(T)}) \), where the estimators \( \hat{\Sigma}^{(T)} \) and \( \vartheta^{(T)} \) satisfy Assumptions 2 and 3 respectively, and the constraint that \( r = r_0 \);

(iv) when \( \beta_\perp \Psi^{-1} \alpha_\perp \mu \neq 0 \), the (quasi-or pseudo-Gaussian) test rejecting the null hypothesis of a cointegration rank \( r = r_0 \) (with unspecified elliptical density \( f \)) whenever \( Q^{(T)}_1(\vartheta^{(T)}, \hat{\Sigma}^{(T)}) \) exceeds the \((1 - \pi)\)-quantile of a chi-square distribution with \( p - r_0 \) degrees of freedom is locally and asymptotically \( \pi \)-level most stringent, and reaches parametric efficiency against alternatives of the local form \( H': d \neq 0 \) with Gaussian density \( f \).

\( \square \)

The tests described in Part (iv) of Proposition 4.1 are Lagrange multiplier counterparts of Johansen’s Gaussian likelihood ratio tests (Johansen 1991 and 1995); both qualify as pseudo-Gaussian tests, as their validity extends to all radial densities \( f \) with finite second-order moments. Quite remarkably, the
dependence on \( f \) of local powers (the noncentrality parameters \( \lambda_{\mathbf{2}} \)) is entirely characterized by the scalar \textit{cross-information quantity} \( I_p(f, f_G) \) defined in (4.3). Those cross-information quantities are exactly the same as in the location problems considered in \textit{Hallin and Paindaveine (2002a)}.

Pseudo-Gaussian tests are asymptotically optimal under Gaussian radial densities. The next section proposes rank-based tests leading to a class of tests that can achieve optimality at any radial density (satisfying mild regularity assumptions).

4.2. Optimal rank-based inference

We now turn to rank-based inference. Before providing formal arguments, consider the following intuition. In the semiparametric model, the (radial) density of the innovations \( \varepsilon_t \) is unknown. As in the univariate case, the multivariate (signed) ranks of those innovations (a precise definition of which is provided below), are \textit{maximally invariant} with respect to some appropriate groups acting on the observations and generating the various possible radial densities. Invariance, in particular, implies distribution-freeness (here, the distribution of the ranks is the same irrespective of the underlying (radial) innovation density); and, all invariant statistics are measurable with respect to a maximal invariant (hence, in the present case, only the rank-based statistics are invariant). Now, in the semiparametric situation where the innovation radial density \( f \) is unknown, a statistic conveying, about the parameter of interest, information that does not depend on the nuisances \( f \) and \( \Sigma \) has to be invariant with respect to that group \( G \); being invariant, it has to be rank-based. Intuition therefore suggests

\footnote{Recall (see Page 214 of \textit{Lehmann and Romano (2005)}) that a (measurable) function \( T(X) \) is invariant under some group of transformations \( G \) acting on \( X \) if \( T(\varphi X) = T(X) \) for all \( \varphi \in G \), and that it is maximal invariant if moreover \( T(Y) = T(X) \) implies that \( Y = \varphi X \) for some \( \varphi \in G \).}

\footnote{that is, for any couple of radial densities \( f_1, f_2 \), there exists a \( \varphi \in G \) such that, if the distribution of \( X \) is characterized by radial density \( f_1 \), the distribution of \( \varphi X \) is characterized by radial density \( f_2 \).}
that ranks do not carry any information about \( f \), and retain that information about the parameter of interest, \( \theta \), say, which does not depend on \( f \) and \( \Sigma \). That intuition turns out to be correct, as we now formally show.

More formally, consider the model in which \( \Sigma \) is known and \( f \) is unknown, i.e. the semiparametric model

\[
P^{(T)} := \{ P^{(T)}_{\theta, f} | \theta \in \Theta, f \in F \}.
\]

Recall that our problem turns out to be adaptive with respect to \( \Sigma \), so that efficiency bounds do not depend on whether \( \Sigma \) is known or not. Semiparametric efficiency bounds (in the sense of Bickel et al. (1993)), whether considered at some chosen reference density \( g \in F \) or uniformly over all densities \( g \in F \), provide the relevant optimality concept and characterize the best performances one can hope for in such models.

Rank-based tests in that context are naturally motivated by classical invariance arguments, while remaining compatible with efficiency arguments. Indeed, general results by Hallin and Werker (2003) indicate that if

(a) the parametric fixed-\( f \) submodels \( P^{(T)}_{\Sigma, f} := \{ P^{(T)}_{\theta, f} | \theta \in \Theta \} \), \( f \in F \), are locally asymptotically normal (LAN, with respect to \( \theta \)), with central sequence \( \Delta^{(T)}_{\theta, f} \), and

(b) the nonparametric fixed-\( \theta \) submodels \( P^{(T)}_{\theta, \Sigma} := \{ P^{(T)}_{\theta, f} | f \in F \} \), \( \theta \in \Theta \), are generated by some group of transformations \( \mathcal{G}^{(T)}_{\theta, \Sigma} \) acting on \( X^{(T)} \), with maximal invariant \( M^{(T)}_{\theta, \Sigma} \) (typically, a combination of residual ranks and signs),

then, inference procedures reaching, as \( T \to \infty \), the semiparametric efficiency bounds at \( P^{(T)}_{\theta, \Sigma, g} \) for given \( g \in F \) can be based on the conditional expectation

\[
\Delta^{(T)}_{\theta, \Sigma, g} := \mathbb{E}_{\theta, \Sigma, g} \left[ \Delta^{(T)}_{\theta, \Sigma, g} | M^{(T)}_{\theta, \Sigma} \right]
\]

(where \( \mathbb{E}_{\theta, \Sigma, g} \) stands for expectation under \( P^{(T)}_{\theta, \Sigma, g} \)). In other words, \( \Delta^{(T)}_{\theta, \Sigma, g} \) is a version of the semiparametrically efficient, at \( \theta \) and \( g \), central sequence for the semiparametric model \( P^{(T)} \). This version of the central sequence, obtained by projecting on on the \( \sigma \)-field generated by the multivariate ranks and signs, precisely formalizes the idea formulated at
The fact that $\Delta_{\vartheta, \Sigma, g}^{(T)}$ is measurable with respect to the maximal invariant of a generating group implies that, contrary to the traditional semiparametrically efficient central sequence resulting from tangent space projections, it is distribution-free under $\mathcal{P}_{\vartheta, \Sigma, g}^{(T)}$. Inference based on $\Delta_{\vartheta, \Sigma, g}^{(T)}$ thus remains valid irrespective of the actual density $f$, and $g$ here plays the role of a reference density, to be chosen by the researcher. Still without affecting validity, the choice of that reference density also can be data-driven—for instance, an estimator $\hat{f}^{(T)}$ of $f$ can be substituted for $g$; we refer to Hallin and Werker (2003) for details.

In the present context, the maximal invariant $M_{\vartheta, \Sigma}^{(T)}$ happens to be the $T$-tuple of multivariate signs $U_t(\vartheta; \Sigma)$ defined in (3.5), along with the ranks $R_{t}^{(T)}(\vartheta; \Sigma)$ of the norms $\|\epsilon_t(\vartheta)\|_\Sigma$ of the residuals $\epsilon_t(\vartheta)$ (see (3.4)). To see this formally, fixing $\vartheta$ and $\Sigma$, consider the group $G_{\vartheta, \Sigma}^{(T)}$, of transformations $\varphi_{\vartheta, \Sigma}^m$ of $\mathbb{R}^p$, with $\circ$ denoting composition of transformations, and indexed by $m \in \mathcal{M}$, with

\[ \mathcal{M} := \{ m : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \mid m(0) = 0, \lim_{z \rightarrow \infty} m(z) = \infty, \text{m monotone increasing} \} \cap C(\mathbb{R}_+), \]

where $\varphi_{\vartheta, \Sigma}^m$ is mapping the series $X^{(T)}$ with $p$-dimensional observations $X_t$ onto the transformed series $X^{m; (T)} := \varphi_{\vartheta, \Sigma}^m(X^{(T)})$ with $p$-dimensional observations

\[ X^{m; (T)} := (I_p + \Pi)X^{m-1} + \sum_{j=1}^{k-1} \Gamma_j \Delta X^{m-j} + \mu + m(\|\epsilon_t(\vartheta)\|_\Sigma)\Sigma^{1/2}U_t(\vartheta; \Sigma), \quad t = 1, \ldots, T \]

(a recursive definition, with the $k$ deterministic starting values remaining unchanged). Letting $m = \tilde{G}_p^{-1} \tilde{F}_p$, it is easy to see that the joint distribution of $X^{(T)}$ is $\mathcal{P}_{\vartheta, \Sigma, g}^{(T)}$ if and only if the joint distribution of $\varphi_{\vartheta, \Sigma}^m(X^{(T)})$ is $\mathcal{P}_{\vartheta, \Sigma, g}^{(T)}$, so that $G_{\vartheta, \Sigma}^{(T)}$, of transformations $\varphi_{\vartheta, \Sigma}^m$ of $\mathbb{R}^p$, with $\circ$ denoting composition of transformations, and indexed by $m \in \mathcal{M}$, is a generating group for $\mathcal{P}_{\vartheta, \Sigma, g}^{(T)}$, with maximal invariant the multivariate signs $U_t(\vartheta; \Sigma)$ and ranks $R_{t}^{(T)}(\vartheta; \Sigma)$, as announced.

---

\textsuperscript{15}For the maximal invariance of $\langle U_1(\vartheta; \Sigma), \ldots, U_T(\vartheta; \Sigma); R_1^{(T)}(\vartheta; \Sigma), \ldots, R_T^{(T)}(\vartheta; \Sigma) \rangle$, it is required to show that two points $x$ and $y$ in the observation space belong to the same orbit of $G_{\vartheta, \Sigma}^{(T)}$ if and only if they yield the same $U_i$’s and the same $R_i$’s. That belonging to the same orbit implies having the same $U_i$’s and the same $R_i$’s is straightforward. The converse (two points $x$ and $y$ sharing the same $U_i$’s and the same $R_i$’s belong to the same orbit) is shown to hold by exhibiting a transformation that belongs to the group and maps $x$ onto $y$. Such a transformation can be constructed exactly as in the traditional one-dimensional signed-rank case—see Lehmann and Romano (2005, p.242).
Those multivariate signed ranks have been successfully used in a series of papers by Hallin and Paindaveine (2002a, 2002b, 2005b, 2006), Hallin et al. (2006) and Hallin et al. (2010, 2012) for various problems (hypothesis testing and point estimation) in multivariate analysis and multivariate (stationary) time series. All those papers consider models for which (a) is satisfied. However, for the cointegration model, (a) does not hold. Invoking adaptivity arguments, we show that it is nevertheless possible to develop semiparametrically (and even parametrically) efficient tests using signed ranks.

4.3. A new rank-based test

Optimal inference in the parametric submodels of Section 3.2 was based on statistics of the form $S_f(T)$ (see (3.12)) which, via $\phi_f$, depend on the unknown radial density, hence cannot be computed, in the semiparametric model, from the observations. For a given reference density $g$, we propose to replace $S_f(T)$ with

$$S_g(T)(\theta; \Sigma) := T^{-1/2} \sum_{t=1}^T \left( \frac{t}{T+1} - \frac{1}{2} \right) U_t(\theta; \Sigma) \phi_g \left( \frac{R_t(T)(\theta; \Sigma)}{T+1} \right).$$ (4.4)

As $\sum_{t=1}^T (t/(T+1) - 1/2) = 0$, $S_g(T)(\theta; \Sigma)$ is centered under any $P_{\theta; \Sigma, f}$. A straightforward application of traditional results on linear rank statistics (see, e.g., Hájek and Sidák (1967), Section V.1.6) now shows that the so-called approximate score form (4.4) of $S_g(T)$ is asymptotically equivalent under $P_{\theta; \Sigma, g}$ to the exact score form

$$T^{-1/2} \sum_{t=1}^T \left( \frac{t}{T+1} - \frac{1}{2} \right) E_{\theta; \Sigma, g} \left[ U_t(\theta; \Sigma) \phi_g (\|\epsilon_t(\theta)\|_\Sigma) \left| U_t(\theta; \Sigma), R_t(T)(\theta; \Sigma) \right. \right],$$

so that, in line with the ideas developed in Section 4.2, the difference between $S_g(T)(\theta; \Sigma)$ and $E_{\theta; \Sigma, g}[S_g(T)|M_{\theta; \Sigma}]$ is $o_p(1)$ under any $P_{\theta; \Sigma, f}$.

Proposition 4.2 on the asymptotic behavior of rank-based statistics requires the following classical assumption on the reference density $g$ (see, for example, Hájek and Sidák (1967), p.164).
Assumption 6. The (radial) reference density $g$ satisfies Assumption \( \Box \) and is such that $\phi_g$ is the difference of two continuous and monotone increasing functions.

We now can state the main results on the asymptotic behavior of $S_g^{(T)}(\vartheta; \Sigma)$.

**Proposition 4.2.** Let Assumptions 1-6 hold, $\vartheta \in \Theta$ and $f \in F_2$. Consider a bounded sequence of perturbations

$$h'_T := \left( m'_T, (\text{vec} G_T)' , (\text{vec} A_T)', b'_T, (\text{vec} B_T)', d'_T \right),$$

with $\beta_1 B_T' \perp (\beta_1 \Psi^{-1}_{1,1} \alpha'_1, \mu)$, defining, as in \([3.4]-[3.3]\), a local parameter sequence $\vartheta^{(T)}$. Then, as $T \to \infty$,

(i) (asymptotic representation) under $P^{(T)}_{\vartheta^{(T)}; \Sigma; f}$,

$$S_g^{(T)}(\vartheta^{(T)}; \Sigma^{(T)}) = S_g^{(T)}(\hat{\vartheta}; \hat{\Sigma}^{(T)}) + o_P(1),$$

where

$$S_g^{(T)}(\vartheta; \Sigma) := T^{-1/2} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) U_t(\vartheta, \Sigma) \phi_g \left( \hat{G}_p^{-1}(\|\beta_t(\vartheta^{(T)})\|_{\Sigma}) \right);$$

(ii) (asymptotic normality under the null) under $P^{(T)}_{\vartheta^{(T)}; \Sigma, f}$, $S_g^{(T)}(\vartheta; \Sigma^{(T)})$ is asymptotically normal, with mean zero and variance $\frac{1}{12p} T_p(g) I_p$;

(iii) (asymptotic normality under alternatives) if also $B_T = 0$, $S_g^{(T)}(\vartheta; \Sigma^{(T)})$ is asymptotically normal under $P^{(T)}_{\vartheta^{(T)}; \Sigma, f}$; with mean

$$\frac{1}{12p} T_p(f,g) |\beta_1 \Psi^{-1}_1 \alpha' \mu|^2 \Sigma^{-1/2} (ab + \alpha_\perp d)$$

and variance $\frac{1}{12p} T_p(g) I_p$;

(iv) (asymptotic linearity) moreover, under $P^{(T)}_{\vartheta; \Sigma, f}$,

$$S_g^{(T)}(\vartheta^{(T)}; \Sigma^{(T)}) - S_g^{(T)}(\vartheta; \Sigma^{(T)}) = - \frac{T_p(f,g)}{p T^{1/2}} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) v_{Tt} + o_P(1),$$

with $v_{Tt} = (v_{T1}, \ldots, v_{Tp})'$, where $(e_j)$ stands for the $j$th unit vector in the canonical basis of $\mathbb{R}^p$

$$v_{Tt,j} := h'_T \left( \begin{array}{c} Z^{(1)}_{Tt}(\vartheta) \odot \Sigma^{-1/2} e_j \\ Z^{(2)}_{Tt}(\vartheta) \odot \alpha' \Sigma^{-1/2} e_j \\ Z^{(1)}_{Tt}(\vartheta) \odot \alpha'_1 \Sigma^{-1/2} e_j \\ Z^{(2)}_{Tt}(\vartheta) \odot \alpha'_1 \Sigma^{-1/2} e_j \end{array} \right), \quad j = 1, \ldots, p,$

and $Z^{(1)}_{Tt}, Z^{(2)}_{Tt}$ are defined in \([3.3]\) and \([3.4]\).
(v) the asymptotic linearity property (4.8) remains valid if \( \vartheta^T \) is replaced with a locally asymptotically discrete (in the sense of Assumption 5) random sequence \( \hat{\vartheta}^T \).

Part (iii) of Proposition 4.2 assumes \( B^T = 0 \). The reason is that nonzero \( B^T \) perturbations lead to non-LAN behavior. As a result, the limiting distributions of \( S_{g}^{(T)}(\vartheta^T; \hat{\Sigma}^{(T)}) \) are no longer of the Gaussian shift type. While exact calculations (under \( B^T \neq 0 \)) are possible, they do not necessarily provide much insight and, therefore, are omitted. Note, however, that the estimators used in the computation of aligned ranks, of course, may deviate from the actual parameters in the \( B^T \neq 0 \) direction: accordingly, the assumption that \( B^T = 0 \) is not made in parts (iv) and (v) of the proposition. This is the reason we had to consider these non-LAN directions in Proposition 3.1.

From Proposition 4.2, we see that the rank-based statistic \( \tilde{S}^{(T)}_g \) is well-behaved even under misspecified reference density. Under correctly specified reference density \( (g = f) \), \( \tilde{S}^{(T)}_g \) is asymptotically equivalent to the parametric statistic \( \tilde{S}^{(T)}_f \), hence enjoys the same properties as the latter, which justifies its interpretation as a rank-based version of \( S^{(T)}_f \). Note that the asymptotic representation result in Part (i) shows that estimating the scatter matrix \( \Sigma \) has no asymptotic impact on \( S_{g}^{(T)}(\vartheta^T; \hat{\Sigma}^{(T)}) \), neither under the null nor under contiguous alternatives.

Proposition 4.2 then can be used as a basis for the construction of locally and asymptotically optimal rank-based tests.

**Proposition 4.3.** Let Assumptions 1-6 hold, \( \vartheta \in \Theta \) be such that \( r = r_0 \), and \( f \in \mathcal{F}_2 \). Consider the rank-based statistic \( S_{g}^{(T)}(\vartheta; \Sigma) \) in (4.4) and the quadratic form

\[
Q^{(T)}_g(\vartheta, \Sigma) := \frac{12p}{I_p(g)} S_{g}^{(T)}(\vartheta; \Sigma) \Sigma^{-1/2} Q_{\alpha, \Sigma} \Sigma^{-1/2} S_{g}^{(T)}(\vartheta; \Sigma),
\]

with \( Q_{g}^{(T)}(\vartheta, \Sigma) := (12p/I_p(g)) \left| S_{g}^{(T)}(\vartheta; \Sigma) \right|^2 \) in case \( r_0 = 0 \), and \( Q_{\alpha, \Sigma} \) defined in (3.14). Then,

(i) \( Q_{g}^{(T)}(\vartheta, \Sigma) \) under \( P^{(T)}_{\vartheta; \Sigma; f} \) has a limiting \( \chi^2_{p-r_0} \) distribution;

(ii) \( Q_{g}^{(T)}(\vartheta, \Sigma) \) under \( P^{(T)}_{\vartheta; \Sigma; f} \) has a limiting \( \chi^2_{p-r_0} \) distribution;
(ii) under $P_{\vartheta(T)}$, with $\vartheta(T)$ as in (3.1)–(3.3), $Q_{g}(\vartheta, \Sigma)$ has a limiting non-central $\chi^2_{p-r_0}$ distribution with noncentrality parameter

$$\frac{I_p(f,g)^2}{12pI_p(g)} |\beta_\perp \Psi^{-1} \alpha_\perp \mu|^4 \|d\|^2_{\Sigma}$$

for $r_0 > 0$, and $(I_p(f,g)^2/12pI_p(g)) |\beta_\perp \Psi^{-1} \alpha_\perp \mu|^4 \|d\|^2_{\Sigma}$ in case $r_0 = 0$;

(iii) those limiting distributions remain valid if the statistic $\tilde{Q}(\vartheta, \Sigma)$ is computed on the basis of estimators $\hat{\Sigma}(T)$ and $\hat{\vartheta}(T)$ satisfying Assumptions 4 and 5, respectively, and the constraint that $r = r_0$;

(iv) for $\beta_\perp \Psi^{-1} \alpha_\perp \mu \neq 0$ and $f = g$, the test rejecting the null hypothesis of a cointegration rank $r = r_0$ (with unspecified elliptical density $f$) whenever $Q_{g}(\hat{\vartheta}(T), \hat{\Sigma}(T))$ exceeds the $(1-z)$-quantile of a chi-square distribution with $(p-r_0)$ degrees of freedom is locally and asymptotically $z$-level most stringent against alternatives of the local form $H': d \neq 0$ with radial density $g$.

Note that, if reduced-rank regression methods are used, as in Johansen (1995), to estimate $\vartheta$ under the null, the rank-based test statistics $Q_{g}(\hat{\vartheta}(T), \hat{\Sigma}(T))$ are invariant with respect to non-singular linear transformations of the data.

The rank-based test statistic $Q_{g}(\vartheta, \Sigma)$ in Proposition 4.3 has several quite desirable properties. First of all, due to its dependence on the innovation ranks only, it is exactly distribution-free under the null. In particular, note that any scalar factor in the innovation scatter matrix $\Sigma$ would cancel out of the statistic. Also, the statistic does not depend on the versions chosen for $\alpha$ and $\beta$ or $\alpha_\perp$ and $\beta_\perp$. The resulting test thus has a constant rejection probability over the null hypothesis. Those results carry over to the asymptotic size when considering the aligned-rank version $Q_{g}(\hat{\vartheta}(T), \hat{\Sigma}(T))$. And, contrary to classical semiparametric methods (Bickel et al., 1993), the actual radial density $f$ needs not be estimated for this.

The local and asymptotic power of the test, determined by the noncentrality parameter (4.10), does depend on the actual underlying density $f$, the scatter
matrix $\Sigma$, the drift $\beta', \Psi^{-1}\alpha'_\perp \mu$, and the column spaces of $\alpha$ and $\alpha_\perp$. Again, this asymptotic power result is not affected by the estimation of $\vartheta$ and $\Sigma$ (under Assumptions 4 and 5). The power of the test gets larger as the reference density $g$ gets closer, as measured by $I_p(f, g)$, to the actual density $f$. Also, the power increases with larger values of $|\beta_\perp \Psi^{-1}\alpha'_\perp \mu|$. For $\alpha'_\perp \mu = 0_{p-r}$, the test has asymptotically no power at the rate $T^{3/2}$ in the local alternatives we consider—but note that no test ever would. However, it may very well have power against alternatives at rate $T$.

Part (iv) of Proposition 4.3 asserts that, for well-chosen reference density $g$, the rank-based test achieves the parametric efficiency bound in case $\alpha'_\perp \mu \neq 0_{p-r}$. In that case, the limiting experiment (still, with $B = 0$) is LAN, so that the concept of efficiency is well defined. The notion that the power of the rank test increases as $g$ gets closer to $f$ suggests the use of a pre-estimated density $\hat{f}$ instead of the fixed reference density $g$. This idea has been pursued in other contexts, see, e.g., Hallin and Werker (2003), and is equally applicable in the present setting. Incidentally, this shows, as was to be expected, that the inference problem is also adaptive with respect to $f$. Other data-driven selections of the reference density are also possible, provided that they are based on the order statistic of the residual norms $\|e_t(\hat{\vartheta}(T), \hat{\Sigma}(T))\|_{\hat{\Sigma}}$: see, e.g., Hallin and Mehta (2015).

4.4. Nonadmissibility of quasi-Gaussian procedures

It is worth stressing that the Chernoff-Savage property established in Proposition 6 of Hallin and Paindaveine (2002a) also holds here for the normal-score or van der Waerden version of the tests described in Proposition 4.2: the noncentrality parameters of the non-null asymptotic distributions indeed involve the same cross-information quantities. The van der Waerden test here relies on the quadratic form $Q_{\varphi}^{(T)}(\hat{\vartheta}(T), \hat{\Sigma}(T))$ based on $S_{\varphi}^{(T)}(\hat{\vartheta}(T), \hat{\Sigma}(T))$, where

$$S_{\varphi}^{(T)}(\vartheta; \Sigma) := T^{-1/2} \sum_{t=1}^{T} \left( \frac{t}{T + 1} - \frac{1}{2} \right) U_t(\vartheta; \Sigma) \left( F_{\varphi}^{-1} \left( \frac{R_t^{(T)}(\vartheta; \Sigma)}{T + 1} \right) \right)^{1/2} \quad (4.11)$$
(where $F_{\chi^2_p}$ stands for the chi-square distribution function with $p$ degrees of freedom). This means that asymptotic relative efficiencies under radial density $f$ (ARE$_f$), with respect to the pseudo- or quasi-Gaussian methods (based on Proposition 4.1), of the van der Waerden rank-based tests (based on (4.10)), are always larger than or equal to one, irrespective of the actual unknown radial density $f$. Equality is achieved in the Gaussian case only, i.e. for Gaussian $f$.

This remarkable fact implies that the pseudo-Gaussian tests of Proposition 4.1 are not admissible: one is always strictly better off using van der Waerden rank-based tests rather than the quasi-Gaussian ones, except of course under Gaussian conditions, where both methods, being optimal, perform equally well.

5. Monte Carlo study

This section reports the results of a small Monte Carlo study corroborating our asymptotic analysis and assessing the finite-sample performances of the pseudo-Gaussian and the rank-based tests proposed in Propositions 4.1 and 4.3. We compare their performances to those of Johansen’s LR-based tests, namely the maxeig (maximum eigenvalue) and trace tests. These LR-based tests are often considered in empirical work and, as documented in Hubrich et al. (2001), have comparatively good performances. We also provide these simulation results to show that, at least for the cases considered, the asymptotic results in our paper indeed provide an adequate approximation of the finite-sample distributions.

The study is implemented in MATLAB 7.14 and the code is available upon request. The residuals and the estimator of $\alpha$ were obtained via reduced-rank regression. The pseudo-Gaussian tests use the empirical covariance matrix of residuals, and the rank-based tests Tyler’s estimator of scatter as estimators.
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Throughout, the probability level is 5%. The pseudo-Gaussian and rank-based tests are based on the critical values implied by their asymptotic $\chi^2$-distributions; for the $\text{maxeig}$ and $\text{trace}$ tests, we rely on the Matlab tabulated values of MacKinnon et al. (1999). The data-generating processes (DGPs) considered below are inspired by Hubrich et al. (2001) and Toda (1994); they are described by

$$
\Delta X_t = \begin{pmatrix}
0 & 0 \\
\phi I_r & 0_{r \times (p-r)} \\
0_{(p-r) \times r} & 0_{(p-r) \times (p-r)}
\end{pmatrix} X_{t-1} + \varepsilon_t,
$$

where $\phi$ is a scalar. Note that $\alpha' = \begin{pmatrix} \phi I_r & 0_{r \times (p-r)} \end{pmatrix}$ and $\beta' = \begin{pmatrix} I_r & 0_{r \times (p-r)} \end{pmatrix}$; for $\phi \neq 0$, the cointegration rank of $\{X_t\}$ is $r$. These DGPs can be considered as “canonical forms”, since many interesting models can be obtained by means of nonsingular linear transformations of the $X_t$’s; see Hubrich et al. (2001) and Toda (1994) for details. Restricting to such canonical forms is legitimate because the pseudo-Gaussian and rank-based tests we consider, as well as the LR-based $\text{maxeig}$ and $\text{trace}$ tests, all are invariant with respect to such transformations.

In the simulation study, we considered $p \in \{2, 3, 5\}$ and $\phi = -0.3$. As innovation radial densities $f$, we chose Gaussian $\phi$, $t_3$ and $t_{10}$ densities, with covariance matrices $\Sigma_p \in \{I_p, \Sigma_{p,c}\}$, where

$$
\begin{align*}
\Sigma_{2,c} &= \begin{pmatrix} 1 & 0.8 \\
0.8 & 1 \end{pmatrix}, \\
\Sigma_{3,c} &= \begin{pmatrix} 1 & 0.4 & 0.8 \\
0.4 & 1 & 0 \\
0.8 & 0 & 1 \end{pmatrix}, \text{ and } \\
\Sigma_{5,c} &= \begin{pmatrix} 1 & 0.4 & 0.8 & 0 & 0 \\
0.4 & 1 & 0 & 0 & 0 \\
0.8 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \end{pmatrix}.
\end{align*}
$$

The choices of $p = 2$ and $3$ are taken from Hubrich et al. (2001) (who did not consider $p = 5$). Still in line with these authors, we used initial values $X_0 = 0_{p \times 1}$, and a “warming up” period of 50 observations (the analysis thus is based on $X_{51}, \ldots, X_{50+T}$). Sample sizes are $T \in \{100, 250, 500\}$. In order to

---

17The iterative scheme of Randles (2000, p.1267) is used to compute Tyler’s estimator of scatter (using the Frobenius norm and $10^{-10}$ as tolerance).
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save space, we only show here the results for \( p = 5 \) and \( \Sigma_5 = \Sigma_{5,c} \); the results for \( p = 2, 3 \) and \( p = 5 \) with \( \Sigma_5 = I_5 \) are presented in Appendix D.

To illustrate the quality of the \( \chi^2 \) approximation of the null distributions of our test statistics, Figure 5.1 presents a scaled histogram of simulated values of the rank-based test statistics \( \tilde{Q}_{g}(T) \), \( g \in \{\phi, t_3, t_{10}\} \), under (5.1) for \( p = 5, r_0 = 0, \Sigma_5 = I_5 \), and \( T = 100 \), along with a graph of their limiting \( \chi^2_5 \) density.

Figure 5.1: Simulated (25,000 replications) finite-sample \((T = 100)\) distributions of the rank-based test statistics (4.9), \( g \in \{\phi, t_3, t_{10}\} \), for \( p = 5, r_0 = 0, \Sigma_5 = I_5 \), compared to their limiting \( \chi^2_5 \) distribution.

Table 5.1 reports the size of the pseudo-Gaussian test \( \tilde{Q}_{\phi}(T) \), the sizes of the rank-based tests \( \tilde{Q}_{g}(T) \), \( g \in \{\phi, t_3, t_{10}\} \), and those of the maxeig and trace tests under (5.1) for \( p = 5, r_0 \in \{0, \ldots, p - 1\} \) and \( \Sigma_5 = \Sigma_{5,c} \). The sizes for \( \Sigma_5 = I_5 \) are shown in Table D.3 in Appendix D. Note that, as was to be expected, the sizes of the rank-based tests are more stable than those of the maxeig and trace tests. For smaller samples \((T = 100)\), the rank-based tests are somewhat undersized for larger \( r_0 \), while the maxeig and trace ones are slightly oversized for small \( r_0 \). For larger values of \( T \), all sizes are close to the nominal 5\% level.

To assess finite-sample powers, we considered alternatives of the form

\[
\Pi_{h}^{(T)} = \Pi + T^{-3/2}d(\beta_\bot \Psi^{-1} \alpha_\bot \mu)' , \quad (5.2)
\]

with \( d = -hI_{(p-r) \times 1} \) in (3.2) and the version \( \begin{pmatrix} 0_{(p-r) \times r} & I_{(p-r) \times (p-r)} \end{pmatrix} \) of \( \alpha_\bot' \).

From Proposition 4.3, we know that, under these local alternatives, the rank test statistics are asymptotically non-central \( \chi^2 \). As an illustration of this weak convergence result, Figure 5.2 compares the finite-sample distributions of the rank-based test \( \tilde{Q}_{\phi}(T) \) under (5.2) with \( h = 3 \) for \( p = 5, r_0 = 0, f = \mathcal{N}(0, I_5) \), and \( T = 500 \), to the corresponding non-central \( \chi^2 \) distributions. For completeness, we also plot the limiting null distribution once more. Again, we conclude
Table 5.1: Simulated sizes (25,000 replications) of the maxeig test, trace test, $Q_{t1}^{(T)}$ and the rank-based tests $Q_{t0}^{(T)}$, $g \in \{ \phi, t, t_0 \}$, under Eq. 5.1 for $p = 5$, $r_0 \in \{0, \ldots, 4\}$, $\phi = -0.3$, $\Sigma = \Sigma_{5, z}$, and $f \in \{ \phi, t, t_0 \}$. For $r_0 = p - 1 = 4$, maxeig and trace coincide.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Sample sizes and innovation densities</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 100$</td>
<td>$T = 250$</td>
<td>$T = 500$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$f = \phi \ f = t \ f = t_0$</td>
<td>$f = \phi \ f = t \ f = t_0$</td>
<td>$f = \phi \ f = t_0$</td>
<td></td>
</tr>
<tr>
<td>$r_0 = 0$</td>
<td>maxeig</td>
<td>0.064 0.083 0.065</td>
<td>0.053 0.065 0.055</td>
<td>0.049 0.061 0.054</td>
</tr>
<tr>
<td></td>
<td>trace</td>
<td>0.071 0.082 0.072</td>
<td>0.058 0.063 0.058</td>
<td>0.054 0.059 0.055</td>
</tr>
<tr>
<td></td>
<td>$Q_{t1}^{(T)}$</td>
<td>0.044 0.038 0.043</td>
<td>0.047 0.047 0.047</td>
<td>0.048 0.047 0.048</td>
</tr>
<tr>
<td></td>
<td>$Q_{t0}^{(T)}$</td>
<td>0.044 0.043 0.043</td>
<td>0.047 0.049 0.046</td>
<td>0.047 0.048 0.048</td>
</tr>
<tr>
<td></td>
<td>$Q_{t13}^{(T)}$</td>
<td>0.045 0.042 0.046</td>
<td>0.050 0.047 0.047</td>
<td>0.048 0.048 0.049</td>
</tr>
<tr>
<td></td>
<td>$Q_{t10}^{(T)}$</td>
<td>0.047 0.045 0.045</td>
<td>0.049 0.048 0.047</td>
<td>0.047 0.047 0.049</td>
</tr>
<tr>
<td>$r_0 = 1$</td>
<td>maxeig</td>
<td>0.072 0.083 0.077</td>
<td>0.057 0.066 0.062</td>
<td>0.054 0.061 0.055</td>
</tr>
<tr>
<td></td>
<td>trace</td>
<td>0.082 0.091 0.084</td>
<td>0.061 0.070 0.065</td>
<td>0.054 0.060 0.057</td>
</tr>
<tr>
<td></td>
<td>$Q_{t1}^{(T)}$</td>
<td>0.035 0.033 0.033</td>
<td>0.042 0.041 0.043</td>
<td>0.046 0.046 0.046</td>
</tr>
<tr>
<td></td>
<td>$Q_{t0}^{(T)}$</td>
<td>0.036 0.041 0.034</td>
<td>0.042 0.046 0.044</td>
<td>0.044 0.048 0.047</td>
</tr>
<tr>
<td></td>
<td>$Q_{t13}^{(T)}$</td>
<td>0.039 0.049 0.040</td>
<td>0.045 0.049 0.045</td>
<td>0.047 0.050 0.047</td>
</tr>
<tr>
<td></td>
<td>$Q_{t10}^{(T)}$</td>
<td>0.037 0.045 0.037</td>
<td>0.043 0.049 0.045</td>
<td>0.045 0.049 0.048</td>
</tr>
<tr>
<td>$r_0 = 2$</td>
<td>maxeig</td>
<td>0.029 0.040 0.031</td>
<td>0.053 0.060 0.054</td>
<td>0.051 0.056 0.052</td>
</tr>
<tr>
<td></td>
<td>trace</td>
<td>0.036 0.047 0.039</td>
<td>0.053 0.061 0.056</td>
<td>0.052 0.054 0.053</td>
</tr>
<tr>
<td></td>
<td>$Q_{t1}^{(T)}$</td>
<td>0.022 0.021 0.022</td>
<td>0.038 0.039 0.041</td>
<td>0.044 0.044 0.045</td>
</tr>
<tr>
<td></td>
<td>$Q_{t0}^{(T)}$</td>
<td>0.021 0.028 0.021</td>
<td>0.038 0.044 0.040</td>
<td>0.043 0.047 0.044</td>
</tr>
<tr>
<td></td>
<td>$Q_{t13}^{(T)}$</td>
<td>0.030 0.044 0.034</td>
<td>0.041 0.051 0.043</td>
<td>0.045 0.051 0.046</td>
</tr>
<tr>
<td></td>
<td>$Q_{t10}^{(T)}$</td>
<td>0.024 0.034 0.026</td>
<td>0.039 0.048 0.043</td>
<td>0.043 0.050 0.045</td>
</tr>
<tr>
<td>$r_0 = 3$</td>
<td>maxeig</td>
<td>0.020 0.024 0.019</td>
<td>0.048 0.054 0.047</td>
<td>0.050 0.053 0.049</td>
</tr>
<tr>
<td></td>
<td>trace</td>
<td>0.021 0.027 0.021</td>
<td>0.049 0.054 0.048</td>
<td>0.049 0.054 0.049</td>
</tr>
<tr>
<td></td>
<td>$Q_{t1}^{(T)}$</td>
<td>0.017 0.018 0.018</td>
<td>0.039 0.038 0.038</td>
<td>0.042 0.045 0.046</td>
</tr>
<tr>
<td></td>
<td>$Q_{t0}^{(T)}$</td>
<td>0.016 0.022 0.017</td>
<td>0.038 0.041 0.039</td>
<td>0.042 0.046 0.045</td>
</tr>
<tr>
<td></td>
<td>$Q_{t13}^{(T)}$</td>
<td>0.025 0.036 0.027</td>
<td>0.041 0.048 0.042</td>
<td>0.046 0.049 0.045</td>
</tr>
<tr>
<td></td>
<td>$Q_{t10}^{(T)}$</td>
<td>0.019 0.026 0.020</td>
<td>0.039 0.043 0.039</td>
<td>0.044 0.047 0.045</td>
</tr>
<tr>
<td>$r_0 = 4$</td>
<td>maxeig</td>
<td>0.040 0.047 0.038</td>
<td>0.044 0.048 0.045</td>
<td>0.046 0.049 0.050</td>
</tr>
<tr>
<td></td>
<td>$Q_{t1}^{(T)}$</td>
<td>0.026 0.025 0.024</td>
<td>0.040 0.040 0.040</td>
<td>0.044 0.046 0.047</td>
</tr>
<tr>
<td></td>
<td>$Q_{t0}^{(T)}$</td>
<td>0.024 0.026 0.023</td>
<td>0.039 0.042 0.039</td>
<td>0.043 0.047 0.047</td>
</tr>
<tr>
<td></td>
<td>$Q_{t13}^{(T)}$</td>
<td>0.031 0.039 0.032</td>
<td>0.041 0.046 0.044</td>
<td>0.045 0.048 0.048</td>
</tr>
<tr>
<td></td>
<td>$Q_{t10}^{(T)}$</td>
<td>0.026 0.036 0.026</td>
<td>0.038 0.044 0.042</td>
<td>0.045 0.048 0.047</td>
</tr>
</tbody>
</table>
that our asymptotic analysis provides a close approximation to these finite-sample performances.

Figure 5.2: Simulated (25,000 replications) finite-sample \((T = 500)\) distribution of the van der Waerden test statistic (based on (4.11)) under alternative \(\Pi_3^{(T)} \) \((5.2)\) for \(p = 5, r_0 = 0\) and \(\mathcal{N}(0, I_5)\), compared to its \(\chi^2_5\) limiting null distribution (dashed) and its non-central \(\chi^2_5\) (non-centrality parameter 15/4) limiting distribution under the alternative (solid).

Figures 5.3 and 5.4 present the power curves of the various tests for \(p = 5\) and \(r_0 = 0, \ldots, 4\). Each figure shows the power, as a function of \(h\) in (5.2), for the sample sizes \(T \in \{100, 250, 500\}\), \(\Sigma = \Sigma_5\), and innovation radial densities \(f \in \{\phi, t_3, t_{10}\}\). The results for the case \(\Sigma_5 = I_5\) are presented in Figures D.5 and D.6 in Appendix D. As mentioned before, that appendix also contains the simulation results for \(p = 2, 3\).

First of all, we note that the simulation results corroborate the asymptotic result that the power of the rank-based tests is maximal in case \(f = g\). The figures also empirically confirm the Chernoff-Savage result of Section 4.4 that the van der Waerden rank-based test dominates its pseudo-Gaussian counterpart, except for Gaussian innovations for which they are equivalent. Those simulation results once more motivate the interest in rank-based tests. If we compare the performances of the pseudo-Gaussian test and the rank-based tests to those of the maxeig and trace tests, we can make the following observations. For \(T = 250, 500\) the pseudo-Gaussian and rank-based tests yield substantial improvements over the maxeig and trace tests, while for \(T = 100\) there is no
uniform conclusion: the \textit{maxeig} and \textit{trace} tests tend to perform better for large values of $h$. For $r_0 = p - 1$, the pseudo-Gaussian test and rank-based tests do not perform very well, in terms of power, for small sample sizes. Summarizing, we conclude that no uniformly valid conclusions are possible and that the rank-based tests, which are easy to compute, nicely complement the \textit{maxeig} and \textit{trace} tests, and thus constitute a useful addition to the statistical toolkit.

6. Discussion and Conclusion

We analyze optimal testing of the cointegration rank in Error Correction Models. We show that, in applications where linear trends are to be expected, standard Locally Asymptotically Normal behavior can be exploited. We propose rank-based versions of the optimal tests to exploit their advantages, in particular, their very stable size and their QMLE property that extends beyond Gaussian reference densities.

Our full characterization of the limit experiments arising in the Error Correction Model opens interesting avenues for future research. In particular, with respect to the cointegrating vectors, the model is only Locally Asymptotically Mixed Normal in the absence of a linear time trend. Optimality issues for those experiments remain largely unaddressed.

It may be informative to compare our contribution to \cite{Boswijk et al. (2015)}, which improves upon Gaussian likelihood ratio tests by a more careful description of the relevant alternatives. Formally, their alternatives are specified as cones instead of linear subspaces, much like a univariate test for a unit root generally uses the one-sided alternative that the autocorrelation parameter is strictly smaller than one. Unlike ours, that paper uses Gaussian likelihoods; on the other hand, we do not consider the cone-shaped alternatives considered there. Both approaches are complementary and, thus, could possibly be combined.
Figure 5.3: Simulated (2,500 replications) finite-sample powers of the maxeig test, the trace test, the pseudo-Gaussian test and the rank-based tests (4.9) with reference densities \( g \in \{ \phi, t_3, t_{10} \} \)

(a) for testing \( H : r = 0 \) versus \( H' : r = 1 \) under (5.2), for \( h \in \{ 0, 2, 5, 5, \ldots, 50 \} \), \( p = 5 \), \( T \in \{ 100, 250, 500 \} \), \( \Sigma = \Sigma_{5,c} \), and \( f \in \{ \phi, t_3, t_{10} \} \);

(b) for testing \( H : r = 1 \) versus \( H' : r = 2 \) under (5.2), for \( h \in \{ 0, 2, 5, 5, \ldots, 50 \} \), \( p = 5 \), \( T \in \{ 100, 250, 500 \} \), \( \Sigma = \Sigma_{5,c} \), and \( f \in \{ \phi, t_3, t_{10} \} \).
Figure 5.4: Simulated (2,500 replications) finite-sample powers of the maxeig test, the trace test, the pseudo-Gaussian test and the rank-based tests \[ (5.4) \] with reference densities \( g \in \{ \phi, t_3, t_{10} \} \)

(a) for testing \( H : r = 2 \) versus \( H' : r = 3 \) under \[ (5.2) \], for \( h \in \{ 0, 2, 5, \ldots, 50 \} \), \( p = 5 \), \( T \in \{ 100, 250, 500 \} \), \( \Sigma = \Sigma_{5,c} \), and \( f \in \{ \phi, t_3, t_{10} \} \);

(b) for testing \( H : r = 3 \) versus \( H' : r = 4 \) under \[ (5.2) \], for \( h \in \{ 0, 2, 5, \ldots, 50 \} \), \( p = 5 \), \( T \in \{ 100, 250, 500 \} \), \( \Sigma = \Sigma_{5,c} \), and \( f \in \{ \phi, t_3, t_{10} \} \);

(c) for testing \( H : r = 4 \) versus \( H' : r = 5 \) under \[ (5.2) \], for \( h \in \{ 0, 2, 5, \ldots, 50 \} \), \( p = 5 \), \( T \in \{ 100, 250, 500 \} \), \( \Sigma = \Sigma_{5,c} \), and \( f \in \{ \phi, t_3, t_{10} \} \).
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Supplemental Appendix to “Optimal pseudo-Gaussian and rank-based tests of the cointegration rank in semiparametric error-correction Models”

A. Local Asymptotic Quadraticity for error-correction models

Introduce the filtrations $F^{(T)} := \left( \mathcal{F}_{u}^{(T)}, u \in [0,1] \right), T \in \mathbb{N}$, defined by

$$F_{u}^{(T)} := \sigma(\varepsilon_{t}, t \in \mathbb{N}: t \leq [uT]), \ u \in [0,1].$$

The angle-bracket process $\langle A_{1}^{(T)}, A_{2}^{(T)} \rangle (u)$ and the straight-bracket process $[ A_{1}^{(T)}, A_{2}^{(T)} ] (u)$ are now well-defined for all $F^{(T)}$-adapted locally square-integrable martingales and semimartingales $A_{i}^{(T)}$, respectively (see, e.g., Jacod and Shiryaev (2002)). If $A_{i}^{(T)}, i = 1, 2$, are square-integrable martingales of the form $A_{i}^{(T)}(u) = \sum_{t=1}^{[uT]} I_{T}^{(i)}(t)$, $I_{T}^{(i)}$ $\mathcal{F}_{t}$-measurable, we have

$$[ A_{1}^{(T)}, A_{2}^{(T)} ] (u) = \sum_{t=1}^{[uT]} I_{T}^{(1)}(t) I_{T}^{(2)\prime}(t) \quad \text{and} \quad \langle A_{1}^{(T)}, A_{2}^{(T)} \rangle (u) = \sum_{t=1}^{[uT]} E \left[ I_{T}^{(1)}(t) I_{T}^{(2)\prime}(t) | \mathcal{F}_{t-1} \right].$$

Recall that, for a square-integrable martingale with continuous sample paths, the angle-brackets and straight-brackets coincide.

Consider the ECM for the process $\{X_{t}\}$ as defined in (2.1). We parametrize local perturbations in the global parameters in such a way that we can identify exactly which parameter directions (which local subexperiments) lead to LAN, LAMN, or LABF behavior. For notational convenience, we introduce the following notation, with $\Psi_{\Gamma,\Pi}$ as defined in Assumption 3

$$C = C_{\Gamma,\Pi} := \beta_{\bot} \Psi_{\Gamma,\Pi}^{-1} \alpha_{\bot}.$$ 

Building on the factorization $\Pi = \alpha \beta\prime$, where $\alpha$ and $\beta$ are full-rank $p \times r$ matrices, we define local (in the vicinity of $\vartheta = (\mu, \Gamma, \Pi)$) alternatives $\vartheta^{(T)} = (\mu^{(T)}, \Gamma^{(T)}, \Pi^{(T)})$, where

$$\mu^{(T)} = \mu^{(T)} := \mu + T^{-1/2}m, \quad \Gamma^{(T)} = \Gamma^{(T)} := \Gamma + T^{-1/2}G,$$  \hspace{1cm} (A.1)

and

$$\Pi^{(T)} = \Pi^{(T)}_{A,b,B,d,D} := \alpha_{A}^{(T)} \beta_{b,B}^{(T)\prime} + T^{-3/2} \alpha_{d} \mathcal{d}(C_{\Gamma,\Pi} \mu)^{\prime} + T^{-1} \alpha_{D} D \beta_{\bot},$$  \hspace{1cm} (A.2)
with local parameters \( m \in \mathbb{R}^p \), \( G_1, \ldots, G_{k-1} \in \mathbb{R}^{p \times r} \), \( d \in \mathbb{R}^{p-r} \), \( D \in \mathbb{R}^{(p-r) \times (p-r)} \), and \( \alpha^{(T)}_A \) and \( \beta^{(T)}_{b,B} \) of the form

\[
\alpha^{(T)} = \alpha^{(T)}_A := \alpha + \frac{A}{\sqrt{T}}, \quad \beta^{(T)} = \beta^{(T)}_{b,B} := \beta + \frac{(C_{r,b} \mu) b'}{T^{3/2}} + \frac{\beta_{r,b} B'}{T},
\]

for \( A \in \mathbb{R}^{p \times r} \), \( b \in \mathbb{R}^r \), and \( B \in \mathbb{R}^{r \times (p-r)} \).

For the case \( D = 0 \), we are back to (3.1)-(3.3). The local parametrization \( \Pi^{(T)}_{A,b,B,d,D} \) allows us (Proposition A.2 below) to derive a LAQ property that covers the ECM model with specified cointegration rank (corresponding to the restriction \( d = 0 = D \)) as well as the ECM model with unspecified cointegration rank (corresponding to local alternatives with \( d \neq 0 \), in case \( \alpha' \mu \neq 0 \), or \( D \neq 0 \)). Note that the parametrization is such that both \( d \neq 0 \) and \( D \neq 0 \) increase the rank of \( \Pi \); in case \( d \neq 0 \) and \( D = 0 \), however, the rank of \( \Pi \) increases by one unit exactly.

The central sequence \( \hat{\Delta}^{(T)}_{\theta} = (\Delta_t^{(T)}; \Delta_t^{(T)} B_t^{(T)}; \Delta_t^{(T)} \Gamma_t^{(T)}; \Delta_t^{(T)} \Gamma_t^{(T)}); \Delta_t^{(T)} D_t^{(T)}; \Delta_t^{(T)} D_t^{(T)})' \), with \( \Delta_t^{(T)} = (\Delta_t^{(T)}; \ldots, \Delta_t^{(T)}); \Delta_t^{(T)} \Gamma_t^{(T)} = (A \beta_t^{(T)}); \Delta_t^{(T)} D_t^{(T)} = (D \mu_t^{(T)}); \Delta_t^{(T)} D_t^{(T)} = (D \mu_t^{(T)}); \Delta_t^{(T)} D_t^{(T)} = (D \mu_t^{(T)})' \), and finite-sample Fisher information \( \hat{j}^{(T)}_{\theta} \) appearing in Proposition A.2 below are

\[
\hat{\Delta}^{(T)}_{\theta} := \sum_{t=1}^{T} \left( \begin{array}{c}
Z^{(1)}_{Tt} (\theta) \otimes I_p \\
Z^{(2)}_{Tt} (\theta) \otimes \alpha' \\
Z^{(2)}_{Tt} (\theta) \otimes \alpha_1'
\end{array} \right) \Sigma^{-1/2} U_t (\theta) \phi_f (\|e_t (\theta)\|_\Sigma),
\]

and

\[
\hat{j}^{(T)}_{\phi} := \frac{I_p(j)}{p} \sum_{t=1}^{T} \left( \begin{array}{c}
Z^{(1)}_{Tt} Z^{(1)}_{Tt} \otimes \Sigma^{-1} Z^{(1)}_{Tt} Z^{(2)}_{Tt} \otimes \Sigma^{-1} \alpha \\
Z^{(2)}_{Tt} Z^{(2)}_{Tt} \otimes \alpha' \Sigma^{-1} \alpha_1 \\
Z^{(2)}_{Tt} Z^{(2)}_{Tt} \otimes \alpha_1' \Sigma^{-1} \alpha_1
\end{array} \right),
\]

respectively, where \( Z^{(1)}_{Tt} = Z^{(1)}_{Tt} (\theta) \) and \( Z^{(2)}_{Tt} = Z^{(2)}_{Tt} (\theta) \) as defined in (3.8)-(3.9).

In order to obtain convenient expressions for the central sequence \( \hat{\Delta}^{(T)}_{\theta} \) and the finite-sample Fisher information \( \hat{j}^{(T)}_{\theta} \), let us introduce some partial sum processes: for all \( u \in [0,1] \) and \( \vartheta \in \Theta \), define (with \( \epsilon_t = \epsilon_t (\vartheta) \), \( U_t = U_t (\vartheta, \Sigma) \) and \( Y_t = Y_t (\vartheta) \) as in (23))

\[
W^{(T)}_{c} (u) := \frac{1}{\sqrt{T}} \sum_{t=1}^{[uT]} \epsilon_t, \quad W^{(T)}_{\phi} (u) := \frac{1}{\sqrt{T}} \sum_{t=1}^{[uT]} \Sigma^{-1/2} U_t \phi_f (\|e_t \|_\Sigma),
\]

\[
W^{(T)}_{\Delta \times \phi, j} (u) := \frac{1}{\sqrt{T}} \sum_{t=1}^{[uT]} \Delta X_{t-j} \otimes \Sigma^{-1/2} U_t \phi_f (\|e_t \|_\Sigma), \quad j = 1, \ldots, k-1, \quad \text{and}
\]

\[
W^{(T)}_{Y \times \phi} (u) := \frac{1}{\sqrt{T}} \sum_{t=1}^{[uT]} Y_{t-1} \otimes \Sigma^{-1/2} U_t \phi_f (\|e_t \|_\Sigma).
\]

Letting \( m = p + p + (k-1)p^2 + p^2 \), summarize the partial sum processes A.6-A.8 in the process
\( \mathcal{W}^{(T)} \) taking values in \( D_{\mathbb{R}} = [0, 1] \), i.e.

\[
\mathcal{W}^{(T)} = (W^{(T)}_\epsilon, W^{(T)}_{\phi}, W^{(T)}_{\Delta X_{\otimes \phi}}, W^{(T)}_{Y_{\otimes \phi}}) \quad \text{with} \quad W^{(T)}_{\Delta X_{\otimes \phi}} = (W^{(T)}_{\Delta X_{\otimes \phi, 1}}, \ldots, W^{(T)}_{\Delta X_{\otimes \phi, k-1}}).
\]

Let \( \mathcal{W}' = (W'_\epsilon, W'_{\phi}, W'_{\Delta X_{\otimes \phi}}, W'_{Y_{\otimes \phi}}) \) denote an \( m \)-variate Brownian motion with variance per unit of time

\[
\text{Var} \left( \begin{pmatrix} W'_\epsilon(1) \\ W'_\phi(1) \end{pmatrix} \right) = \left( \begin{pmatrix} \frac{1}{p} \int_0^\infty r^{p+1} f(r) \, \Sigma \\ I_p \end{pmatrix}, \frac{1}{p} I_p(f) \Sigma^{-1} \right),
\]

\[
\text{Var} \left( \begin{pmatrix} W_{\Delta X_{\otimes \phi}}(1) \\ W_{Y_{\otimes \phi}}(1) \end{pmatrix} \right) = \frac{1}{p} I_p(f) E_{\theta; \Sigma, f} \left( \begin{pmatrix} \Delta X_0 \\ \vdots \\ \Delta X_{2-k} \\ Y_0 \end{pmatrix} \right) \otimes \Sigma^{-1},
\]

and

\[
\text{Cov} \left( \begin{pmatrix} W_{\Delta X_{\otimes \phi}} \\ W_{Y_{\otimes \phi}} \end{pmatrix}, \begin{pmatrix} W'_\epsilon(1) \\ W'_\phi(1) \end{pmatrix} \right) = \left( \begin{pmatrix} 1_{(k-1) \times 1} \otimes C_{\Gamma, \pi \mu} \\ E_{\theta; \Sigma, f} Y_0 \end{pmatrix}, I_p \right) \otimes \left( \frac{1}{p} I_p(f) \Sigma^{-1} \right).
\]

Here \( P^*_{\theta; \Sigma, f} \) denotes the probability measure under which the VAR process \( \{V_t\} \), where

\[
V'_t = ((\beta' X_t)'', \Delta X'_t, \ldots, \Delta X'_{t-k+2})
\]

follows from the Granger-Johansen representation \( \mathcal{E}_2 \), is stationary, which is possible under Assumptions \( \mathcal{E}_3 \). The lemma below shows that \( \mathcal{W}^{(T)} \) weakly converges to \( \mathcal{W} \). The proof, an application of a functional central limit theorem for arrays of martingale differences, is included for completeness in Appendix \( \mathcal{C}_1 \).

**Lemma A.1.** Let Assumptions \( \mathcal{E}_2 \) hold, \( \theta \in \Theta \), and \( f \in \mathcal{F}_2 \). Then, under \( P^*_{\theta; \Sigma, f}^{(T)} \),

\[
(i) \quad \mathcal{W}^{(T)} \Rightarrow \mathcal{W} \text{ in } D_{\mathbb{R}} = [0, 1], \quad \text{and}
\]

\[
(ii) \quad \langle \mathcal{W}^{(T)}, \mathcal{W}^{(T)} \rangle(1) = \left[ \mathcal{W}^{(T)}, \mathcal{W}^{(T)} \right](1) + o_p(1) = \text{Var}(\mathcal{W}(1)) + o_p(1). \tag{A.10}
\]

\( \square \)

Using the Granger-Johansen representation \( \mathcal{E}_2 \), the central sequence \( \Delta^{(T)}_0 \) can also be expressed in terms of the partial sum processes \( \mathcal{E}_4 \) - \( \mathcal{E}_8 \):

\[
\Delta^{(T)}_\phi = W^{(T)}_{\phi}(1), \quad \Delta^{(T)}_j = W^{(T)}_{\Delta X_{\otimes \phi, j}}(1), \quad 1 \leq j \leq k - 1, \quad \Delta^{(T)} = (\beta' \otimes I_p) W^{(T)}_{Y_{\otimes \phi}}(1).
\]
with Assumptions 1-3 hold, Proposition A.2. for models with independent observations to the time-series context with possibly non-LAN limits. In Hallin et al. (2015), which generalizes LAN results based on differentiability in quadratic mean (DQM) perturbations.

\[
\Delta_v^{(T)} = |C_{(\mathbf{G}_1, \mathbf{A})}|^2 \int_0^1 \text{id}_T(u) \, d(\alpha' W_{\phi}^T(u)) + T^{-1/2} \int_0^1 (C_{(\mathbf{G}_1, \mathbf{A})})^T (C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u)) \, d(\alpha' W_{\phi}^T(u)) \nabla + T^{-1} ((C_{(\mathbf{G}_1, \mathbf{A})} \otimes \alpha') W_{\phi}^T(1)) + T^{-1} (\beta' \otimes \alpha') W_{\phi}^T(1) + T^{-1} (\beta' \otimes \alpha' \otimes \alpha' W_{\phi}^T(1)),
\]

\[
\Delta_d^{(T)} = \int_0^1 \beta' C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u) \, d(\alpha' W_{\phi}^T(u)) + T^{-1/2} \int_0^1 (C_{(\mathbf{G}_1, \mathbf{A})})^T (C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u)) \, d(\alpha' W_{\phi}^T(u)) \nabla + T^{-1} ((C_{(\mathbf{G}_1, \mathbf{A})} \otimes \alpha' \otimes \alpha') W_{\phi}^T(1)) + T^{-1} (\beta' \otimes \alpha' \otimes \alpha' W_{\phi}^T(1)),
\]

\[
\Delta_B^{(T)} = \int_0^1 \beta' C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u) \, d(\alpha' W_{\phi}^T(u)) + T^{-1/2} \int_0^1 (C_{(\mathbf{G}_1, \mathbf{A})})^T (C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u)) \, d(\alpha' W_{\phi}^T(u)) \nabla + T^{-1} ((C_{(\mathbf{G}_1, \mathbf{A})} \otimes \alpha' \otimes \alpha') W_{\phi}^T(1)) + T^{-1} (\beta' \otimes \alpha' \otimes \alpha' W_{\phi}^T(1)).
\]

where $\text{id}_T$ denotes the cadlag function $\text{id}_T(u) = |u| T$, which converges as $T \rightarrow \infty$ to the identity function $\text{id}(u) := u$ on $[0, 1]$. We are now able to provide a complete characterization of the possible limiting local experiments in the ECM model. The proof is provided in Appendix C.2 and is based on an application of Proposition 1 in Hallin et al. (2015), which generalizes LAN results based on differentiability in quadratic mean (DQM) for models with independent observations to the time-series context with possibly non-LAN limits.

Proposition A.2. Let Assumptions (i)-(iii) hold, $\vartheta \in \Theta$, and $f \in \mathcal{F}_2$. Consider a bounded sequence of perturbations

\[
h'_T := (m'_T, (\text{vec } G_T)''), (\text{vec } A_T)'', b'_T, (\text{vec } B_T)'', d'_T, (\text{vec } D_T)'',
\]

with $\beta' B_T^T \perp (C_{(\mathbf{G}_1, \mathbf{A})})$, and $\beta' D_T^T \perp (C_{(\mathbf{G}_1, \mathbf{A})})$, which defines a local parameter sequence $\vartheta^{(T)}$, see (A.1)-(A.3). Then,

(i) under $P^{(T)}_{\vartheta^{(T)}; f}$, as $T \rightarrow \infty$,

\[
\log \frac{dP^{(T)}_{\vartheta^{(T)}; f}}{dP^{(T)}_{\vartheta^{(T)}; f}} = h'_T \Delta^{(T)}_{\vartheta} - \frac{1}{2} h'_T J^{(T)}_{\vartheta} h_T + o_T(1);
\]

(ii) still under $P^{(T)}_{\vartheta^{(T)}; f}$, \(\left(\Delta^{(T)}_{\vartheta}, J^{(T)}_{\vartheta}\right)\) converges in distribution to \((\hat{\Delta}, \hat{J})\) satisfying

\[
\text{E} \exp \left(h' \hat{\Delta} - h' \hat{J} h/2 \right) = 1,
\]

where $\hat{\Delta} := (\Delta_{1,1}, \ldots, \Delta_{k,1}, \Delta_{1,2}, \ldots, \Delta_{k,2}, \Delta_{1,3}, \ldots, \Delta_{k,3})$ with, for $j = 1, \ldots, k - 1$,

\[
\Delta_{1, j} := W_{\phi}^T(1), \quad \Delta_{k, j} := W_{\phi}^T(1), \quad \Delta_{j} := (\beta' \otimes I_p) W_{\phi}^T(1),
\]

\[
\Delta_{d} := |C_{(\mathbf{G}_1, \mathbf{A})}|^2 \int_0^1 u d(\alpha' W_{\phi}^T(u)) \quad \Delta_{B} := \int_0^1 (\beta' C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u) \otimes I_p) d(\alpha' W_{\phi}^T(u)) \quad \Delta_{D} := \int_0^1 (\beta' C_{(\mathbf{G}_1, \mathbf{A})} W_{\phi}^T(u) \otimes I_p - r) d(\alpha' W_{\phi}^T(u)).
\]
respectively;

(iii) $\tilde{J}$ conformally decomposes into blocks as

$$\tilde{J} = \frac{1}{p} I_p(f) \left( \begin{array}{ccc} j_{11} & j_{12} \otimes \Sigma^{-1} \alpha & j_{12} \otimes \alpha' \Sigma^{-1} \alpha \\ j_{22} \otimes \alpha' \Sigma^{-1} \alpha & j_{22} \otimes \alpha' \Sigma^{-1} \alpha & j_{22} \otimes \alpha' \Sigma^{-1} \alpha \\ j_{22} \otimes \alpha' \Sigma^{-1} \alpha & j_{22} \otimes \alpha' \Sigma^{-1} \alpha & j_{22} \otimes \alpha' \Sigma^{-1} \alpha \end{array} \right),$$

with

$$j_{11} = \left( \begin{array}{ccc} I_p & 0 & 0 \\ 0 & I_{(k-1)p^2} & 0 \\ 0 & 0 & \beta' \otimes I_p \end{array} \right) \text{Var} \left( \begin{array}{c} W_{\phi}(1) \\ W_{\Delta X \phi}(1) \\ W_{Y \phi}(1) \end{array} \right) \left( \begin{array}{ccc} I_p & 0 & 0 \\ 0 & I_{(k-1)p^2} & 0 \\ 0 & 0 & \beta' \otimes I_p \end{array} \right)^t,$$

$$j_{22} = \left( \begin{array}{c} \frac{1}{2} |C_{T_H^\mu}|^4 |C_{T_H^\mu}|^2 \left( \int_0^1 u W_r(u) du \right)' C_{T_H^\mu} \beta \\ \beta' C_{T_H^\mu} \left( \int_0^1 W_r(u) W_r(u) du \right) C_{T_H^\mu} \beta \end{array} \right) \left( \begin{array}{c} \frac{1}{2} |C_{T_H^\mu}|^2 \left( \int_0^1 W_r(u) du \right)' C_{T_H^\mu} \beta \\ \frac{1}{2} |C_{T_H^\mu}|^2 \beta \epsilon_{\phi; \Sigma} Y_0 \\ \beta \epsilon_{\phi; \Sigma} Y_0 \left( \int_0^1 W_r(u) C_{T_H^\mu} \beta \right) du \end{array} \right).$$

and

Remark A.1.

(i) Note that only the blocks involving $B$ or $D$ are random. Also note that all blocks involving $b$ or $d$ vanish if and only if $\alpha' \mu = 0$, i.e. when there is no deterministic linear trend.

(ii) Proposition A.2 and Le Cam’s first Lemma (see, e.g., Lemma 6.2 in Van der Vaart (2000)) jointly imply that the sequences of probability measures $P_{\partial(T); \Sigma', f}$ and $P_{\partial(T); \Sigma', f}$, $T \in \mathbb{N}$, are contiguous. Consequently, in expressions like (A.11), we do not have to worry whether $o_P$’s or $O_P$’s are taken at the null or at local alternatives of the form $P_{\partial(T); \Sigma', f}$. This consequence of contiguity is used throughout without further mention.

(iii) The Brownian motions $C_{T_H^\mu} W_\epsilon$ and $\alpha' W_\phi$ are independent, since

$$E \left[ C_{T_H^\mu} \epsilon_\ell \left( \alpha' \Sigma^{-1/2} U_\ell \phi_f (||\epsilon_\ell||_\Sigma) \right) \right] = E \left[ C_{T_H^\mu} I_p \alpha \right] = 0$$

in view of the fact that $E||\epsilon_\ell||_\Sigma \phi_f (||\epsilon_\ell||_\Sigma) = p$ and $C_{T_H^\mu} \alpha = 0$. 

\[ \square \]
(iv) The Fisher Information matrix in Proposition A.2, both in finite-sample form $J_0^{(T)}$ and in the limit $J$, is somewhat involved. However, while its structure is used to classify the various limiting experiments, the exact forms are not needed in the rank-based test statistics of Section 4.

Remark A.2. In case $\alpha_\perp \mu = 0_{p-r}$, the subexperiment corresponding to $B = 0, D = 0, d = 0$, leads to the LAMN result earlier obtained by Hodgson (1998b).\footnote{For this specific parameter setting, Hodgson (1998b) is more general, since that paper did not restrict to elliptically symmetric innovations.} It is somewhat surprising that, in case $\alpha_\perp \mu \neq 0_{p-r}$, the subexperiment corresponding to $B = 0$ and $D = 0$ is not of the LAMN type. This is due to the fact that, conditionally on $\tilde{J}$, $\tilde{\Delta}$ is no longer zero-mean Gaussian due to, for instance, the non-zero correlation between $W_\varepsilon$ and $W_\phi$. A detailed study of the consequences of this phenomenon is beyond the scope of the present paper. Note that, with respect to the local parameters $b$ and $B$ only, we do obtain LAMN, as $\beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha_\perp W_\varepsilon$ (which is the only source of randomness in $J_{b,B}$) and $\alpha' W_\phi$ are mutually independent. □

B. Construction of locally discrete estimators

This appendix describes a refined discretization algorithm for $\beta$ yielding the desired discreteness property while preserving the $T^{3/2}$-consistency property of an initial estimator $\hat{\beta}^{(T)}' \beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha_\perp \mu$ (as an estimator of $\beta' \beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha_\perp \mu = 0$).

To be precise, consider an estimator $\hat{\beta}^{(T)}$ satisfying the consistency properties as in the statement of Assumption 5. For example, the reduced-rank regression estimator discussed in Johansen (1995) would do, see his Lemma 13.2. In a first step, round each element of $\hat{\beta}^{(T)}$ to a $T^{-3/2}$-grid, that is, to the closest point in $\{kT^{-3/2} : k \in \mathbb{Z}\}$. In order not to clutter notation, we still denote this rounded estimator by $\hat{\beta}^{(T)}$, and observe that this first step preserves the $T$- and $T^{3/2}$-consistency properties of the original $\beta^{(T)}$. It also ensures that $T^{3/2}(\hat{\beta}^{(T)} - \beta)' \beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha_\perp \mu$, as $T \to \infty$, only has a bounded number of possible values within balls of radius $M$. However, $T(\hat{\beta}^{(T)} - \beta)$ in general still will take an unbounded number (of the order of $T^{1/2}$, to be precise) of possible values over such balls. Therefore, we apply a second discretization step, of order $T$, to each of the columns of $\hat{\beta}^{(T)}$, in such a way that the $T^{3/2}$-consistency of $\hat{\beta}^{(T)}' \beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha_\perp \mu$ is preserved. Choose $j = 1, \ldots, r$ and consider column $\hat{\beta}_j^{(T)}$. We now essentially project $\hat{\beta}_j^{(T)}$ sequentially $(p - r - 1)$ times on the closest of a series of parallel hyperplanes generated by the $(p - r - 1)$ columns of $\beta_\perp$ that are orthogonal to $\beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha_\perp \mu$ and at distance of order $T^{-1}$. This
general idea is complicated by the fact that both $\beta_\perp$ and $\beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha'_j \mu$ must be estimated, while the grid to be used is not allowed to be random.

For this second discretization of $\hat{\beta}_j(T)$, note that, on the basis of Assumption \ref{assump:M} one can readily construct a $T^{1/2}$-consistent estimator of rank $(p - r - 1)$ for $\beta_\perp - (\beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha'_j \mu)(\beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha'_j \mu)' \beta_\perp / |\beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha'_j \mu|^2$. Choose vectors $\hat{A}_l$, $l = 1, \ldots, p - r - 1$ that generate the same column space. Subsequently, discretize each of the components of $\hat{A}_l$ on a $T^{-1/2}$-grid. These discretized columns are, again for notational convenience, still denoted by $\hat{A}_l$. Note that $\hat{A}_l' \beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha'_j \mu = O_p(T^{-1/2})$ under $F_{\theta;\Sigma,f}$. Now, perform in fact $(p - r - 1)$ discretization steps on $\hat{\beta}_j(T)$ by sequentially projecting on the closest of the $(p - r - 1)$ hyperplanes $kT^{-1}\hat{A}_l + [\hat{A}_l]_\perp$, $l = 1, \ldots, p - r - 1$, $k \in \mathbb{Z}$. The relevant insight is that such projections will not affect the $T^{3/2}$-consistency of $\hat{\beta}_j(T)$, as they affect $\hat{\beta}_j(T)$ by a quantity $\eta\hat{A}_l$ for some $\eta \in (-1/T, 1/T)$ which, still under $F_{\theta;\Sigma,f}$, entails $\eta\hat{A}_l' \beta_\perp \Psi_{\Gamma,\Pi}^{-1} \alpha'_j \mu = O_p(T^{-3/2})$. Moreover, after all of these $(p - r - 1)$ projections have been carried out, the resulting $T(\hat{\beta}_j(T) - \beta)$ (again, for notational simplicity, we keep the same notation for the discretized estimator as for the original one) only takes a bounded number of possible values over balls of radius $M$, due to the earlier $T^{1/2}$-discretization of $\hat{A}_l$, $l = 1, \ldots, p - r - 1$.

C. Proofs

C.1. Proof of Lemma \ref{lem:Proof}

Introduce $v_{t-1} := (\Delta X'_{l-1}, \ldots, \Delta X'_{l-k+1}, Y_{l-1})'$,

$$U_t^{(1)} := (\varepsilon_t, (\Sigma^{-1/2}U_t^e \phi_f(\|\varepsilon_t\|\Sigma))')', \quad \text{and} \quad U_t^{(2)} := v_{t-1} \otimes \Sigma^{-1/2}U_t^e \phi_f(\|\varepsilon_t\|\Sigma).$$

Note that $W^{(T)} = (W_1^{(T)}, W_2^{(T)})'$, with $W_i^{(T)}(u) = T^{-1/2} \sum_{t=1}^{[uT]} U_{t(i)}^{(i)}$ and partition $W = (W_1', W_2')$ accordingly. An application of Theorem VIII.3.33 in \cite{JacodShiryaev2002} shows that (A.9) and (A.10) hold if, for all $u \in [0, 1]$, $i, j \in \{1, 2\}$ and $\delta > 0$,

$$\left< W_i^{(T)}, W_j^{(T)} \right>(u) = \frac{1}{T} \sum_{t=1}^{[uT]} \mathbb{E} \left[ |U_{t(i)}^{(i)}U_{t(j)}^{(j)}| \mid F_{t-1} \right] \overset{\mathbb{P}}{\longrightarrow} u \text{Cov}(W_i(1), W_j(1)) \tag{C.12}$$

and

$$\frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ |U_{t(i)}^{(i)}| ^2 1 \{ |U_{t(i)}^{(i)}| > \delta \sqrt{T} \} \mid F_{t-1} \right] \overset{\mathbb{P}}{\longrightarrow} 0. \tag{C.13}$$
We start with (C.12). Fix \( u \in [0, 1] \). For \( i = j = 1 \), (C.12) is immediate from the weak law of large numbers (in view of the independence of \( U_1^u \) and \( \| \varepsilon_1 \|_\Sigma \), and using the fact that \( \mathbb{E} \| \varepsilon_t \|_\Sigma \phi_f (\| \varepsilon_t \|_\Sigma) = p \)). For \( i = j = 2 \), we have

\[
\frac{1}{T} \sum_{t=1}^{[uT]} \mathbb{E} \left[ U_1^{(2)} U_2^{(2)'} \mid \mathcal{F}_{t-1} \right] = \frac{1}{p} \mathcal{I}_p(f) \left( \frac{1}{T} \sum_{t=1}^{[uT]} v_{t-1} v_{t-1}' \right) \otimes \Sigma^{-1}
\]

and, for \( i = 2 \) and \( j = 1 \), we obtain

\[
\frac{1}{T} \sum_{t=1}^{[uT]} \mathbb{E} \left[ U_1^{(2)} U_2^{(1)'} \mid \mathcal{F}_{t-1} \right] = \frac{1}{T} \sum_{t=1}^{[uT]} v_{t-1} \otimes \operatorname{Cov} \left( W_{\phi}(1), \begin{pmatrix} W_1(1) \\ W_0(1) \end{pmatrix} \right).
\]

Because \( \{v_t\} \) is a stable vector autoregressive process of order 1 with finite second-order moments,

\[
\frac{1}{T} \sum_{t=1}^{[uT]} v_{t-1} \xrightarrow{P} u \mathbb{E}_{\phi;\Sigma,f} \begin{pmatrix} \Delta X_0 \\ \vdots \\ \Delta X_{2-k} \\ Y_0 \end{pmatrix}
\quad \text{and} \quad
\frac{1}{T} \sum_{t=1}^{[uT]} v_{t-1} v_{t-1}' \xrightarrow{P} u \mathbb{E}_{\phi;\Sigma,f}^* \begin{pmatrix} \Delta X_0 \\ \vdots \\ \Delta X_{2-k} \\ Y_0 \end{pmatrix}^T.
\]

Note that \( \Delta X_t = C_{1,1} \mu + C_{1,2} \varepsilon_t + \Delta Y_t \). We thus have \( \mathbb{E}_{\phi;\Sigma,f}^* \Delta X_t = C_{1,1} \mu \), which completes the verification of (C.12).

Next we verify (C.13). For \( i = 1 \), (C.13) is immediate (the \( L_1 \) norm of the left-hand-side converges to 0 by an application of the dominated convergence theorem). For \( i = 2 \), we first introduce

\[
\phi(M) := \mathbb{E} \left[ \Sigma^{-1/2} U_1^u \phi_f (\| \varepsilon_t \|_\Sigma) \right]^2 \left\{ \left| \Sigma^{-1/2} U_1^u \phi_f (\| \varepsilon_t \|_\Sigma) \right| \geq M \right\}
\]

and note that \( \phi(M) \to 0 \) as \( M \to \infty \) (this essentially is the argument for \( i = 1 \)). This yields

\[
\frac{1}{T} \sum_{t=1}^{[uT]} \mathbb{E} \left[ \left| U_1^{(2)} \right|^2 \right]^2 \left\{ \left| U_1^{(2)} \right| > \delta \sqrt{T} \right\} \mathcal{F}_{t-1} \leq \phi \left( \frac{\delta \sqrt{T}}{\max_{i=1,\ldots,T} |v_{t-1}|} \right) \frac{1}{T} \sum_{t=1}^{T} |v_{t-1}|^2 = o_P(1),
\]

as we already noted that \( T^{-1} \sum_{t=1}^{T} v_{t-1} v_{t-1}' = O_P(1) \), while \( T^{-1/2} \max_{i=1,\ldots,T} |v_{t-1}| = o_P(1) \) (this follows from a combination of (C.13) with Lemma 3 in Hallin et al. (2015)). This concludes the proof of Lemma A.11. \( \square \)

C.2. Proof of Proposition A.2

Throughout this section, expectations, \( O_P \)'s, and \( o_P \)'s are taken under \( P_{\phi;\Sigma,f} \)—unless otherwise specified. To enhance readability, we split the proof into two parts. In Part A, we show that

(i) \( (\tilde{\Delta}_{g(T)}^T, \tilde{J}_{g(T)}^T) \Rightarrow (\tilde{\Delta}, \tilde{J}) \) and

(ii) \( \mathbb{E} \exp(h' \tilde{\Delta} - h' \tilde{J} / 2) = 1, \)
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while Part B establishes the quadratic expansion \(A.11\) of log likelihood ratios.

**Part A(i)**

Consider the auxiliary processes (recall that \(\text{id}_T\) denotes the cadlag function \(\text{id}_T(u) = [uT]/T\), which converges to the identity \(\text{id}(u) = u\) on \([0, 1]\))

\[
\tilde{\Delta}^{(T)}(u) := \left( W_\phi^{(T)}(u), W_{\Delta \phi}^{(T)}(u), (\beta' \otimes I_p)W_{1/\phi}^{(T)}(u), |C_{\Gamma, n}\mu|^2 \int_0^u \text{id}_T(s) d(\alpha' W_\phi^{(T)}(s)) \right), \quad T \in \mathbb{N}, \ u \in [0, 1].
\]

A combination of Lemma \(A.1\) with Theorem 2.1 in Hansen (1992) (the conditions of which are trivially met, as \(W^{(T)}\) is a martingale with respect to \(\mathbb{F}^{(T)}\) and the increments of \(W_\phi^{(T)}\) are i.i.d. with finite second-order moment) yields \(\tilde{\Delta}^{(T)} \Rightarrow \hat{\Delta}\) in \(D_{\mathbb{R}^{m^*}}[0, 1]\), where \(m^*\) denotes the number of components of \(\hat{\Delta}^{(T)}\). Using this weak convergence result, the identity

\[
[A, B](u) = A(u)B(u) - A(0)B(0) - \int_0^u A(s) dB(s) - \int_0^u B(s) dA(s),
\]

and the continuous mapping theorem, in combination again with Theorem 2.1 in Hansen (1992) (the conditions of which are met, here, since \(\tilde{\Delta}^{(T)}\) is a martingale with respect to \(\mathbb{F}^{(T)}\), and owing to the fact that \(\sum_{t=1}^T E[\tilde{\Delta}^{(T)}(t/T) - \tilde{\Delta}^{(T)}((t - 1)/T)]^2 = O(1)\) yields

\[
\left( \tilde{\Delta}^{(T)}(1), \left[ \tilde{\Delta}^{(T)}, \tilde{\Delta}^{(T)} \right](1) \right) \Rightarrow \left( \hat{\Delta}, \left[ \hat{\Delta}, \hat{\Delta} \right](1) \right) = (\hat{\Delta}, \hat{J}).
\]  

(C.15)

The representation (Page 3 of Appendix) of the central sequence \(\tilde{\Delta}_g^{(T)}\) in terms of (integrals with respect to) \(W^{(T)}\) and the convergence result (C.15), along with the continuous mapping theorem, yield

\[
\tilde{\Delta}_g^{(T)} = \tilde{\Delta}^{(T)}(1) + o_{\mathbb{P}}(1).
\]  

(C.16)

Introducing \(\bar{Z}_{Tt} := (\bar{Z}_{Tt}^{(1)}, \bar{Z}_{Tt}^{(2)})', \) with \(\bar{Z}_{Tt}^{(1)} = Z_{Tt}^{(1)}\) and

\[
\bar{Z}_{Tt}^{(2)} = \frac{1}{\sqrt{T}} \left( |C_{\Gamma, n}\mu|^2 \int_0^u (\beta' C_{\Gamma, n}W_\phi^{(T)}(s) d(\alpha' W_\phi^{(T)}(s))) \right),
\]

Introducing \(\bar{Z}_{Tt} := (\bar{Z}_{Tt}^{(1)}, \bar{Z}_{Tt}^{(2)})', \) with \(\bar{Z}_{Tt}^{(1)} = Z_{Tt}^{(1)}\) and

\[
\bar{Z}_{Tt}^{(2)} = \frac{1}{\sqrt{T}} \left( |C_{\Gamma, n}\mu|^2 \int_0^u (\beta' C_{\Gamma, n}W_\phi^{(T)}(s) d(\alpha' W_\phi^{(T)}(s))) \right),
\]
We only show the result for Frobenius matrix norm, that the left-hand side of (C.19) is bounded by of Lemma A.1 (indeed, \(\tilde{\Delta}(T,1) = 0, i\)). Indeed, (C.18), and (A.5) imply \(\tilde{\Delta}(T,1)\) from Lemma A.1 and the continuous mapping theorem.

In view of (C.15)-(C.16) and (A.5) the proof of Part A(i) is complete if we show that

\[
\langle \tilde{\Delta}, \tilde{\Delta} \rangle (1) - \left[ \tilde{\Delta}, \tilde{\Delta} \right] (1) = o_p(1) \tag{C.17}
\]

and

\[
\sum_{t=1}^{T} \tilde{Z}_{Ti} \tilde{Z}_{Ti}' - \sum_{t=1}^{T} Z_{Ti} Z_{Ti}' = o_p(1). \tag{C.18}
\]

Indeed, (C.18), and (A.5) imply \(\tilde{j}_\phi^{(T)} = \langle \tilde{\Delta}, \tilde{\Delta} \rangle (1) + o_p(1)\) and (C.16)-(C.17) yield

\[
\left( \tilde{\Delta}_{\phi}^{(T)}, \tilde{j}_\phi^{(T)} \right) = \left( \tilde{\Delta}(T,1), \left[ \tilde{\Delta}, \tilde{\Delta} \right] (1) \right) + o_p(1).
\]

First consider (C.17). An application of Theorem 2.23 in Hall and Heyde (1980) shows that (C.17) holds if, for all \(\delta > 0, i = 1, 2\) and compatible matrices \(M,\)

\[
\sum_{t=1}^{T} E \left[ \left| \tilde{Z}_{Ti}^{(i)} \right| M \Sigma^{-1/2} U_i \phi_f(\|\xi_i\|_2)^2 \left( \left| \tilde{Z}_{Ti}^{(i)} \right| M \Sigma^{-1/2} U_i \phi_f(\|\xi_i\|_2) > \delta \right) \right] \right] = o_p(1). \tag{C.19}
\]

We only show the result for \(i = 2\) since, for \(i = 1\), we already obtained the result for \(M = I_p\) in the proof of Lemma A.1 (indeed, \(\tilde{Z}_{Ti}^{(1)} = Z_{Ti}^{(1)}\)). We easily obtain, with \(\phi\) as defined in (C.14) and \(\|\|\) denoting the Frobenius matrix norm, that the left-hand side of (C.19) is bounded by

\[
\|M\|^2 Q_T \phi \left( \frac{\delta \sqrt{T}}{\|M\| \sqrt{Q_T}} \right),
\]

with \(Q_T = |Cr_p\| + \|f_p\| \Sigma_{max} \|W^{(T)}\|_\infty^2.\) Since \(\|W^{(T)}\|_\infty \Rightarrow \|W\|_\infty\), (C.19) follows from Lemma A.1 and the continuous mapping theorem.

Turning to (C.18), it follows (with \(\tilde{Z}_{Ti}^{(1)} = Z_{Ti}^{(1)}\)) from the proof of Lemma A.1 that

\[
\sum_{t=1}^{T} \tilde{Z}_{Ti}^{(1)} \tilde{Z}_{Ti}' = O_p(1);
\]

in view of the Cauchy-Schwarz inequality, it is thus sufficient to show that

\[
\sum_{t=1}^{T} \left( \tilde{Z}_{Ti}^{(2)} \tilde{Z}_{Ti}' - Z_{Ti}^{(2)} Z_{Ti}' \right) = o_p(1).
\]
This, however, easily follows from the decomposition

\[
Z_{TT}^{(2)} = \left( (C_{\Gamma, \mu})' \left( \frac{1}{T^{1/2}} C_{\Gamma, \mu} + \frac{1}{T} C_{\Gamma, \mu} W^T \left( \frac{t}{T} \right) + \frac{1}{T} (Y - a_{\mu, \Gamma, \mu}) \right) \right) ,
\]

implied by the Granger-Johansen representation (2.3), in combination with the stability of the process \{Y_t\}, Lemma A.1, and the continuous mapping theorem—which completes the proof of Part A(i).

In Part B of the proof, we will exploit the fact that

\[
\sum_{t=1}^T |Z_{TT}|^2 = O_p(1) \quad \text{and} \quad \max_{t=1, \ldots, T} |Z_{TT}| = o_p(1),
\]

which follow from a combination of (C.17) and (C.18) with (C.15) and a combination of (C.18) with Lemma 3 in Hallin et al. (2015), respectively.

\[ \square \]

Part A(ii)

All components of the limiting central sequence \( \Delta \) can be expressed as stochastic integrals with respect to linear combinations of \( W \), of the form \( \Delta_i = \int_0^1 \xi_i(u) d\tilde{W}_i \) (where \( \tilde{W}_i = a_i W \)), with integrands \( \xi_i \) satisfying

\[
\max_i \| \xi_i \| \leq C(1 + \max_i \| W_i \|),
\]

for some constant \( C \) (depending on \( \vartheta \)). An application of Corollary 3.5.16 in Karatzas and Shreve (1991) yields \( \mathbb{E} \exp(h' \Delta - h' Jh/2) = 1 \).

\[ \square \]

Part B

We use Proposition 1 in Hallin et al. (2015) to establish the validity of expansion (A.11). To this end, set \( \tilde{P}_T := P^{(T)}_{\vartheta(T), \Sigma; f}, P_T := P^{(T)}_{\vartheta, \Sigma; f}, \) and \( F_{T_t} := F_t \). For notational convenience, we also introduce, for \( T \in \mathbb{N} \) and \( t = 1, \ldots, T \),

\[
S_{T_t} := \begin{pmatrix}
Z_{TT}^{(1)} & \Sigma^{-1/2} U_f \phi_f (\| \xi_t \| \Sigma) \\
Z_{TT}^{(2)} & \alpha' \Sigma^{-1/2} U_f \phi_f (\| \xi_t \| \Sigma) \\
Z_{TT}^{(2)} & \alpha' \Sigma^{-1/2} U_f \phi_f (\| \xi_t \| \Sigma)
\end{pmatrix};
\]

note that \( \tilde{\Delta}_{\vartheta}^{(T)} = \sum_{t=1}^T S_{T_t} \) and \( \tilde{j}_{\vartheta}^{(T)} = \sum_{t=1}^T \mathbb{E} [S_{T_t} S'_{T_t} | F_{T-1}] \).

In the notation of Proposition 1 of Hallin et al. (2015), we have

\[
LR_{TT} = \frac{f(\| \xi_t - w_{TT} \| \Sigma)}{f(\| \xi_t \| \Sigma)},
\]

(C.21)
with
\[ w_{T_i} = T^{-1/2}m_T + T^{-1/2} \sum_{j=1}^{k-1} G_{T,j} \Delta X_{t-j} + T^{-1/2} A_T \beta'_{j-1} X_{t-1} + T^{-3/2} \alpha b_T(C_{T_i})' X_{t-1} + T^{-1} \alpha B_T \beta'_{j-1} X_{t-1} \]
\[ + T^{-3/2} \alpha d_T(C_{T_i})' X_{t-1} + T^{-1} \alpha D_T \beta'_{j-1} X_{t-1} + T^{-2} A_T b_T(C_{T_i})' X_{t-1} + T^{-3/2} A_T B_T \beta'_{j-1} X_{t-1}. \]

Exploiting the orthogonality restrictions \( \beta \perp \mu \) and \( \beta \perp \mu \), we can rewrite the fifth, seventh, and last term of \( w_{T_i} \) as
\[ T^{-1} \alpha B_T \beta'_{j-1} X_{t-1} = T^{-1} \alpha B_T \beta'_{j-1} (X_{t-1} - (t-1)C_{T_i}), \]
\[ T^{-1} \alpha D_T \beta'_{j-1} X_{t-1} = T^{-1} \alpha D_T \beta'_{j-1} (X_{t-1} - (t-1)C_{T_i}), \]
and
\[ T^{-3/2} A_T B_T \beta'_{j-1} X_{t-1} = T^{-3/2} A_T B_T \beta'_{j-1} (X_{t-1} - (t-1)C_{T_i}). \]

Assumption [2] implies, see Hallin and Paindaveine [2002a, Section 1], that the mapping \( e \mapsto f^{1/2}(|e|) \) is differentiable in quadratic mean: namely,
\[ \frac{\sqrt{f}(\|e - w\|_\Sigma)}{\sqrt{f}(\|e\|_\Sigma)} = 1 + \frac{1}{2} \left[ \phi_f(\|e\|_\Sigma) w' \Sigma^{-1} e + r(e, w) \right], \]
where
\[ \psi(\delta) = \sup_{w: |w| \leq \delta} \frac{1}{|w|^2} \operatorname{Er}^2(\varepsilon_1, w) \rightarrow 0 \text{ as } \delta \rightarrow 0. \] (C.22)

Using the identity \( \text{vec}(AXB) = (B' \otimes A) \text{vec}(X) \), we obtain (see (1) in Hallin et al. [2015])
\[ \sqrt{L} R_{T_i} = 1 + \frac{1}{2} (h_T S_{T_i} + R_{T_i}), \] (C.23)
with
\[ R_{T_i} = r(\varepsilon_t, w_{T_t}) + (T^{-2} A_T b_T(C_{T_i})' X_{t-1})' \phi_f(\|\varepsilon_t\|_\Sigma) \Sigma^{-1/2} U_t \]
\[ + \left( T^{-3/2} A_T B_T \beta'_{j-1} (X_{t-1} - (t-1)C_{T_i}) \right)' \phi_f(|\varepsilon_t|_\Sigma) \Sigma^{-1/2} U_t. \] (C.24)

In order to conclude that expansion [A.11] holds, it is thus sufficient to check that Conditions (a)-(d) in Proposition 1 of Hallin et al. [2015] are satisfied.

**Condition (a).** That is \( h_T \) is bounded is an immediate consequence of the fact that, by assumption, \( h_T \) converges.

**Condition (b)** requires \( \{S_{T_i}\} \) to be a \( P_T \)-square integrable martingale difference (with respect to \( F_t \)) satisfying the conditional Lindeberg condition and with tight squared conditional moments (Displays (2)
and (3) in Hallin et al. (2015)). The square-integrability of \( S_T \) readily follows from the assumption that \( f \in \mathcal{F}_2 \). The centering condition (2) in Hallin et al. (2015) follows from the independence of \( U_t \) and \( \phi_f(\|\varepsilon_t\|_\Sigma) \) and the fact that, under \( P_{\vartheta;\Sigma_\varphi, f} \), \( E\phi_f(\|\varepsilon_t\|_\Sigma) = 0 \). Turning to the conditional Lindeberg condition (3), we have, for \( \delta > 0 \) and with \( \phi \) as defined in (C.14),

\[
\sum_{t=1}^T E\left[ (h_T^t S_T^t)^2 1_{\{|h_T^t S_T^t| > \delta\} \mid F_{t-1}} \right] \leq C |h_T|^2 \phi \left( \frac{\delta}{|h_T|_\infty C \max_{t=1,...,T} |Z_{Tt}|} \right) \sum_{t=1}^T |Z_{Tt}|^2,
\]

with \( C = 1 + \|\alpha\| + \|\alpha_\perp\| \). The desired Lindeberg condition then is a consequence of (C.20). Finally, by Part A(i) of the proof, \( J_T = J^{(T)}_{\varphi} \Rightarrow J \), so that Condition (b) is satisfied.

**Condition (c).** That condition consists in two asymptotic negligibility properties ((4) and (5) in Hallin et al. (2015)) of the remainders \( R_{Tt} \). First consider (5). It follows from (C.20) that

\[
\sum_{t=1}^T E\left[ \left( (T^{-2} A_T b_T (C_{T,\varphi})' X_{t-1})' \phi_f(\|\varepsilon_t\|_\Sigma) \Sigma^{-1/2} U_t \right)^2 \mid F_{t-1} \right] = o_P(1)
\]

and

\[
\sum_{t=1}^T E\left[ \left( T^{-3/2} A_T B_T \beta_\perp (X_{t-1} - (t-1) C_{T,\varphi})' \phi_f(\|\varepsilon_t\|_\Sigma) \Sigma^{-1/2} U_t \right)^2 \mid F_{t-1} \right] = o_P(1).
\]

Along with (C.24), this yields

\[
\sum_{t=1}^T E\left[ R_{Tt}^2 \mid F_{t-1} \right] \leq 4 \sum_{t=1}^T E\left[ r^2(\varepsilon_t, w_{Tt}) \mid F_{t-1} \right] + 4o_P(1)
\]

\[
\leq 4 \psi \left( \max_{t=1,...,T} |w_{Tt}| \right) \sum_{t=1}^T |w_{Tt}|^2 + 4o_P(1).
\]

Note that \( w_{Tt} \) can be written as a linear transformation, with bounded coefficients, of \( Z_{Tt} \) (that is, we have \( w_{Tt} = A^{(T)} Z_{Tt} \) with \( \sup_{T \in \mathbb{N}} \|A^{(T)}\| < \infty \)). Therefore, (C.20) implies

\[
\sum_{t=1}^T |w_{Tt}|^2 = O_P(1) \text{ and } \max_{t=1,...,T} |w_{Tt}| = o_P(1),
\]

so that

\[
\sum_{t=1}^T E\left[ R_{Tt}^2 \mid F_{t-1} \right] = o_P(1),
\]

which is exactly what (4) in Hallin et al. (2015)) requires, holds. As we assumed that the radial density \( f \) is strictly positive, (5) follows.

**Condition (d)** is an immediate consequence of the fact that initial values are deterministic. \( \square \)
C.3. Proof of Proposition 3.2

The efficient score for \( d \) is obtained as the residual of the regression, in the covariance structure \( J_{\mu, \Gamma, \alpha, b, d} \) of the score for \( d \) on that for the nuisances \( m, G, A, \) and \( b \). Let us show that this residual is indeed \( \Delta_d^* \) given in (3.11). First, observe (using Appendix A) that

\[
\Delta_d - \Delta_d^* = \left| \beta_\perp \Psi^{-1}_{\Gamma, \Pi} \alpha_\perp \mu \right|^2 \int_{u=0}^1 ud \left[ \alpha_\perp - [(I_p - P_\alpha) \alpha_\perp] \right]' W_\phi(u) + \left| \beta_\perp \Psi^{-1}_{\Gamma, \Pi} \alpha_\perp \mu \right|^2 \frac{1}{2} \left[(I_p - P_\alpha) \alpha_\perp \right]' W_\phi(1).
\]

The components of the first term are in the space spanned by the components of the score for \( b \), those of the second term in the space spanned by the components of the score for \( m \). Since \( \int_{u=0}^1 (u - 1/2) du = 0 \), (3.11) moreover is orthogonal to \( W_{\Delta X \otimes \phi}(1) \) and \( W_{Y \otimes \phi}(1) \), thus to the scores induced by \( m, G, \) and \( A \). Finally, (3.11) is also orthogonal to the scores induced by \( b \), as \( [(I_p - P_\alpha) \alpha_\perp] W_\phi(u) \) and \( \alpha' W_\phi(u) \) are independent (their covariance vanishes due to the fact that \( [(I_p - P_\alpha) \alpha_\perp] \Sigma^{-1} \alpha = 0 \)). In case \( r_0 = 0 \), the result follows along the same lines for the scores induced by \( m \) and \( G \), while those induced by \( A \) and \( b \) need not be considered. This establishes Part (i) of the lemma. Part (ii) is an immediate consequence of the weak convergence results in Appendix A and the corresponding proofs.

C.4. Proofs Section 4

C.4.1. Proof of Proposition 4.1

The proof follows along the same lines as the (tricker) proofs of Propositions 4.2-4.3, and therefore is omitted.

C.5. Proof of Proposition 4.2

We organize the proof of each part in separate sections.

C.5.1. Proof of Part (i)

Part (i) of the proposition follows as a particular case of the nonserial asymptotic representation result in Proposition 2.1(i) of Hallin and Paindaveine (2006), with the vector-valued (deterministic) weights \( \Sigma^{-1/2} x_{T-1} K \) replaced with the scalar ones \( \left( \frac{t}{T+1} - \frac{1}{2} \right) \).

C.5.2. Proof of Part (ii)

Part (ii) is a direct consequence of the central limit theorem for weighted sums of independent summands with finite variance and weights satisfying the traditional Noether condition (see Hájek and Sidák (1967), p.153), which directly applies to \( S_\varphi(T) (\vartheta; \Sigma) \) defined in (4.6).
C.5.3. Proof of Part (iii)

The asymptotic normality of \( S_g^{(T)}(\theta; \tilde{\Sigma}^{(T)}) \) in Part (iii) results from a classical application of Le Cam’s third Lemma (see, for instance, p.90 of Van der Vaart (2000)). Due to contiguity, the asymptotic representation also holds under \( P^{(T)}_{\theta(\gamma);\Sigma,f} \). Hence, the asymptotic mean of \( S_g^{(T)}(\theta; \tilde{\Sigma}^{(T)}) \), under local alternatives of the form \( P^{(T)}_{\theta(\gamma);\Sigma,f} \), is the vector of asymptotic covariances, under \( P^{(T)}_{\theta(\gamma);\Sigma,f} \), of the asymptotically joint normal distribution of \( S_g^{(T)}(\theta; \Sigma) \) in (4.6) and the log-likelihood (3.1). Clearly, those covariances involve sums of expectations of products of quantities of the type \( U_1 U_1' \) and the corresponding summands in the linear part \( \Delta^{(T)}_g \) of the approximation of local log-likelihoods; they break into \( k + 3 \) parts, associated with the corresponding subvectors of \( \Delta^{(T)}_g \), which we successively examine.

(a) For the \( \Delta^{(T)}_g \) part of \( \Delta^{(T)}_g \), the covariance is

\[
T^{-1} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) E \left[ \phi_g \left( \tilde{G}_p^{-1} \left( \tilde{F}_p \left( \| \varepsilon_t \| \Sigma \right) \right) \right) \right] \left( \| \varepsilon_t \| \Sigma \right) U_t U_t' T^{-1} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{\mathcal{I}(f,g)}{p} m = 0.
\]

(b) For the \( \Delta^{(T)}_{g_i} \), \( i = 1, \ldots, k-1 \) subvectors, we obtain the covariances

\[
T^{-1} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) E \left[ \phi_g \left( \tilde{G}_p^{-1} \left( \tilde{F}_p \left( \| \varepsilon_t \| \Sigma \right) \right) \right) \right] \left( \| \varepsilon_t \| \Sigma \right) U_t U_t' \Sigma^{-1/2} \left( \Delta X_{t-i} \otimes I_p \right) \text{vec}(G_i)
\]

where \( \Delta X_{t-i} = C_{\Gamma,T} \mu + C_{\Gamma,T} \varepsilon_{t-i} + \Delta Y_{t-i} \) is independent of \( \varepsilon_t \) and \( U_t \), yielding

\[
T^{-1} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{\mathcal{I}(f,g)}{p} \Sigma^{-1/2} \left( \left( C_{\Gamma,T} \mu + E[\Delta Y_{t-i}] \right) \otimes I_p \right) \text{vec}(G_i) = o(1)
\]

since \( \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) = 0 \) and \( E[\Delta Y_{t-i}] = o(1) \) in view of the asymptotic stationarity of \( \{Y_t\} \).

(c) Turning to \( \Delta_0 \), the covariance term is

\[
T^{-1} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) E \left[ \phi_g \left( \tilde{G}_p^{-1} \left( \tilde{F}_p \left( \| \varepsilon_t \| \Sigma \right) \right) \right) \right] \left( \| \varepsilon_t \| \Sigma \right) U_t U_t' \Sigma^{-1/2} \left( (X_{t-i}' \beta) \otimes I_p \right) \text{vec}(A),
\]

which, due to the fact that \( X_{t-1}' \beta = Y_{t-1}' \beta \), where \( Y_{t-1} \) is independent of \( \varepsilon_t \), takes the form

\[
T^{-1} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{\mathcal{I}(f,g)}{p} \Sigma^{-1/2} \left( \left( C_{\Gamma,T} \mu + E[Y_{t-1}' \beta] \right) \otimes I_p \right) \text{vec}(A) = o(1)
\]

since, again, \( \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) = 0 \) and \( \{Y_t\} \) is asymptotically stationary.
(d) The perturbation of $\beta'$ has two parts, one with rate $T^{-3/2}$, the other one with rate $T^{-1}$. The first one yields a covariance term

$$\sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) E \left\{ \phi_0 \left( \tilde{G}_p^{-1} \left( \tilde{F}_p \left( \| \epsilon_t \| \Sigma \right) \right) \phi_1 \left( \| \epsilon_t \| \Sigma \right) U_t^\prime U_t^\prime \Sigma^{-1/2} (X_{t-1}^\prime \otimes \alpha) \right\} \text{vec}(b(C_{T, \Pi \mu})')$$

which, taking into account the Granger representation (2.3) of $X_{t-1}$ and the independence between $X_{t-1}$ and $\epsilon_t$ (hence also $U_t^\prime$), reduces to

$$\sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{I(f,g)}{p} \Sigma^{-1/2} \left( \left( \left( (t-1)C_{\Pi, \Gamma \mu} \right)' + E[Y_{t-1}] + a_{\Pi, \Gamma \mu} \right) \otimes \alpha \right) \text{vec}(b(C_{T, \Pi \mu})') = A_1 + A_2 + A_3, \text{ say.}$$

Now, recalling that $(C' \otimes A)\text{vec}(B) = \text{vec}(ABC)$,

$$A_1 = \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{I(f,g)}{p} \Sigma^{-1/2} \left( \left( (t-1)C_{\Pi, \Gamma \mu} \right)' \otimes \alpha \right) \text{vec}(b(C_{T, \Pi \mu})')$$

$$= \frac{I(f,g)}{12p} \Sigma^{-1/2} \text{vec}(ab(C_{\Pi, \Gamma \mu})' (C_{\Pi, \Gamma \mu})) = \frac{I(f,g)}{12p} \| C_{T, \Pi \mu} \|^2 \Sigma^{-1/2} \alpha b, \quad (C.25)$$

while, in view of $\{ Y_t \}$’s asymptotic stationarity,

$$A_2 = \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{I(f,g)}{p} \Sigma^{-1/2} (E[Y_{t-1}^\prime] \otimes \alpha) \text{vec}(b(C_{T, \Pi \mu})') = o(1)$$

as $T \to \infty$ and, since $\sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) = 0$,

$$A_3 = \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{I(f,g)}{p} \Sigma^{-1/2} (a_{\Pi, \Gamma \mu} \otimes \alpha) \text{vec}(b(C_{T, \Pi \mu})') = 0.$$

The $T^{-1}$-perturbation of $\beta'$ is of the form $T^{-1}B\beta'_\perp$, where $B\beta'_\perp C_{\Pi, \Gamma \mu} = 0$. Its contribution to the covariance decomposes, as the previous one, into a sum of three terms, $A'_1, A'_2$ and $A'_3$, say, with, for the same reasons as above, $A'_2 = o(1)$ and $A'_3 = 0$. As for $A'_1$, it takes the form

$$A'_1 = \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{I(f,g)}{p} \Sigma^{-1/2} \left( (t-1)C_{\Pi, \Gamma \mu} \right)' \otimes \alpha \text{vec}(B\beta'_\perp)$$

$$= \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) \frac{I(f,g)}{p} \Sigma^{-1/2} \text{vec}(ab\beta'_\perp (C_{\Pi, \Gamma \mu}))$$

where $\sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) (t-1)$ does not converge anymore; the orthogonality $B\beta'_\perp C_{\Pi, \Gamma \mu} = 0$, however, implies that $A'_1 = 0$, irrespective of $T$.
(e) The reasoning for the $\Delta_{d}^{(T)}$-part of the central sequence is entirely similar, and yields a contribution
\[
\frac{I(f,g)}{12p} ||C_{T,\mu/\delta}||^2 \Sigma^{-1/2} \alpha_{d} d;
\] (C.26)
details are left to the reader.

The desired result follows from adding the contributions (C.25) and (C.26). $\square$

C.5.4. Proof of Part (iv)

The proof of the asymptotic linearity (4.8) in Part (iv) of Proposition 4.2 relies on Proposition 2 in Hallin et al. (2015). In view of the asymptotic equivalence (4.6) and contiguity, it is sufficient, in order to establish (4.8), to show that, under $P_{\vartheta,\Sigma, f}$,
\[
S_{g}(\vartheta; \Sigma) - S_{g}^{(T)}(\vartheta; \Sigma) = \frac{1}{p} I_{p}(f,g) \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) v_{t} + o_{p}(1). \tag{C.27}
\]
Moreover, in view of Assumption 6, it is sufficient to prove (C.27) for monotone increasing $\phi_{g}$.

Introduce, for $m \in \mathbb{N}$, the truncated versions $J_{m}$ of $\phi_{g} \circ \tilde{G}_{p}^{-1}$
\[
J_{m}(u) := \begin{cases} 
0 & \text{if } 0 \leq u \leq \frac{1}{m}; \\
\phi_{g} \circ \tilde{G}_{p}^{-1} \left( \frac{2}{m} \right) m \left( u - \frac{1}{m} \right) & \text{if } \frac{1}{m} < u \leq \frac{2}{m}; \\
\phi_{g} \circ \tilde{G}_{p}^{-1} (u) & \text{if } \frac{2}{m} < u \leq 1 - \frac{2}{m}; \\
\phi_{g} \circ \tilde{G}_{p}^{-1} (1 - \frac{2}{m}) m \left( 1 - \frac{1}{m} - u \right) & \text{if } 1 - \frac{2}{m} < u \leq 1 - \frac{1}{m}; \\
0 & \text{if } 1 - \frac{1}{m} \leq u \leq 1. 
\end{cases}
\]
Note that $J_{m} : [0, 1] \rightarrow \mathbb{R}$ is uniformly continuous and thus bounded. Moreover, we have
\[
\int_{0}^{1} (\phi_{g} \circ \tilde{G}_{p}^{-1}(u))^{2} du < \infty, \quad \lim_{m \to \infty} J_{m}(u) = \phi_{g} \circ \tilde{G}_{p}^{-1}(u), \quad u \in (0, 1), \tag{C.28}
\]
and, using the fact that $\phi_{g} \circ \tilde{G}_{p}^{-1}$ is non-decreasing and continuous, for some $m_{0} \in \mathbb{N}$,
\[
|J_{m}(u)| \leq \left| \phi_{g} \circ \tilde{G}_{p}^{-1}(u) \right|, \quad u \in (0, 1), \quad m \geq m_{0}. \tag{C.29}
\]
Next, consider, for $\theta \in \Theta$, the truncated-score statistics
\[
S_{g,m}^{(T)}(\theta; \Sigma) := \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left( \frac{t+1}{T} - \frac{1}{2} \right) U_{t}(\theta, \Sigma) J_{m}(U_{t}(\eta_{\theta}(\|\epsilon_{t}(\theta)\|_{\Sigma}))).
\]
The following lemma relates these truncated-score statistics to their non-truncated counterparts.
Lemma C.1. For all $\epsilon > 0$, \[ \lim_{m \to \infty} \sup_{T \in \mathbb{N}} \sup_{\vartheta \in \Theta} P_{\vartheta; \Sigma, f} \left( \left| \xi_{\vartheta; \Sigma}^{(T)}(\vartheta; \Sigma) - \xi_{\vartheta; \Sigma}^{(T)}(\vartheta; \Sigma) \right| > \epsilon \right) = 0. \] The proof of this lemma in turn involves another lemma.

Lemma C.2. Under $P_{\vartheta; \Sigma, f}$,
\[ \max_{1 \leq t \leq T} \left| \| \epsilon_t(\vartheta(T)) \|_\Sigma - \| \epsilon_t(\vartheta) \|_\Sigma \right| = o_P(1), \tag{C.30} \]
and, for all $\eta > 0$,
\[ \max_{1 \leq t \leq T} \left| U_t(\vartheta(T), \Sigma) - U_t(\vartheta, \Sigma) \right| \mathbf{1}\{\| \epsilon_t \|_\Sigma > \eta \} = o_P(1). \tag{C.31} \]

Proof. Under $P_{\vartheta; \Sigma, f}$, we have (see the proof of Lemma 4.1 in Hallin and Paindaveine (2006, pp. 29-30) for details),
\[ \left| \| \epsilon_t(\vartheta(T)) \|_\Sigma - \| \epsilon_t(\vartheta) \|_\Sigma \right| \leq \| \Sigma^{-1/2} \| \epsilon_t(\vartheta) - \epsilon_t(\vartheta(T)) \| \]
and
\[ \left| U_t(\vartheta(T), \Sigma) - U_t(\vartheta, \Sigma) \right| \mathbf{1}\{\| \epsilon_t \|_\Sigma > \eta \} \leq \frac{2}{\eta} \| \Sigma^{-1/2} \| \epsilon_t(\vartheta) - \epsilon_t(\vartheta(T)) \|. \]
Hence, in order to prove that (C.30) and (C.31) hold, it is sufficient to show that
\[ \max_{t=1,\ldots,T} | \epsilon_t(\vartheta) - \epsilon_t(\vartheta(T)) | = o_P(1). \tag{C.32} \]

We have
\[ \epsilon_t(\vartheta(T)) - \epsilon_t = -T^{-1/2}m_T - \frac{1}{\sqrt{T}} \sum_{j=1}^{k-1} G_j^{(T)} \Delta X_{t-j} - \frac{1}{\sqrt{T}} A_T \beta' Y_{t-1} \]
\[ - T^{-3/2}(t-1)|C_{\Gamma,\mu}|^2 \alpha(T)b_T - T^{-1} \alpha(T)b_T(C_{\Gamma,\mu})'C_{\Gamma,\mu} W_{\epsilon}^{(T)} \left( \frac{t-1}{T} \right) \]
\[ - T^{-3/2} \alpha(T)b_T(C_{\Gamma,\mu}Y_{t-1} + a_{\mu,\Gamma}) - T^{-1} \alpha(T)B_T \beta'_\perp C_{\Gamma,\mu} W_{\epsilon}^{(T)} \left( \frac{t-1}{T} \right) \]
\[ - T^{-1} \alpha(T)B_T \beta'_\perp (Y_{t-1} + a_{\mu,\Gamma}). \]
As the process $\{V_t\}$, from the Granger-Johansen representation (2.3), is, under $P_{\vartheta; \Sigma, f}$, stable with finite second moments we have, for all $\delta > 0$,
\[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E_{\vartheta; \Sigma, f} |V_t|^2 \mathbf{1}\{|V_t| > \delta \sqrt{T} \} = 0, \]
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which implies, by an application of Lemma 3 in Hallin et al. (2015), that $T^{-1/2} \max_{t=1,...,T} |V_t| = o_P(1)$.

It follows that $T^{-1/2} \max_{t=1,...,T} |\Delta X_{t-j}|$ ($j = 1, \ldots, k - 1$) and $T^{-1/2} \max_{t=1,...,T} |Y_t|$ are both centered under $P$. Now, an application of Lemma A.1 and the continuous mapping theorem yield $\max_{\epsilon=1,...,p} \|W^{(T)}_{\epsilon,i}\|_{\infty} = O_P(1)$. This establishes (C.32) and hence concludes the proof of Lemma C.2. □

Proof of Lemma C.7 Let

$$C^{(T)}_{t,m} := U_t^\epsilon (\phi_g \mathcal{G}^{-1}_p, \tilde{F}_p(\|\epsilon_t\|_\Sigma) - J_m(\tilde{F}_p(\|\epsilon_t\|_\Sigma))).$$

Then, we have

$$\text{Var}_{\theta, \Sigma, f} \left( \mathcal{S}_{\mathcal{G}^{(T)}_m} (\theta; \Sigma) - \mathcal{S}_m^{(T)}(\theta; \Sigma) \right) = \frac{1}{T} \sum_{t=1}^{T} \left( \frac{t}{T + 1} - \frac{1}{2} \right)^2 E_{\theta, \Sigma, f} [C^{(T)}_{t,m} C^{(T)}_{t,m}']$$

$$= \frac{1}{p} E_{\theta, \Sigma} \left( \phi_g \mathcal{G}^{-1}_p (V) - J_m(V) \right)^2 \frac{1}{T} \sum_{t=1}^{T} \left( \frac{t}{T + 1} - \frac{1}{2} \right)^2,$$

where $V$ is uniform over $[0,1]$. Dominated convergence and (C.28) - (C.29) yield that $E[\phi_g \mathcal{G}^{-1}_p (V) - J_m(V)]$, which does not depend on $T$ and $\theta$, converges to zero as $m \to \infty$. Since $\mathcal{S}^{(T)}(\theta; \Sigma)$ and $\mathcal{S}^{(T)}_{\mathcal{G}^{(T)}_m}(\theta; \Sigma)$ are both centered under $P^{(T)}_{\theta, \Sigma, f}$, an application of the Markov inequality completes the proof of Lemma C.1. □

We now turn back to the proof of part (iv) of Proposition 4.2. Defining

$$I_{p,m}(f, g) := \int_0^1 \phi_f(\mathcal{G}^{-1}_p(u)) J_m(u) du,$$

note that dominated convergence, (C.28) and (C.29) entail

$$\lim_{m \to \infty} I_{p,m}(f, g) = I_p(f, g). \quad (C.33)$$

As $T^{-1/2} \sum_{t=1}^{T} (t/(T+1) - 1/2) v_{Tt}$, Lemma C.1, contiguity, and (C.33) imply that a sufficient condition for (C.29) to hold is that, for all $m \in \mathbb{N}$,

$$\mathcal{S}^{(T)}_{\mathcal{G}^{(T)}_m}(\theta^{(T)}; \Sigma) - \mathcal{S}^{(T)}_{\mathcal{G}^{(T)}_m}(\theta; \Sigma) = -\frac{1}{p} I_{p,m}(f, g) \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left( \frac{t}{T+1} - \frac{1}{2} \right) v_{Tt} + o_P(1). \quad (C.34)$$

Let us show that (C.34) holds componentwise as a consequence of Proposition 2 in Hallin et al. (2015), with

$$\tilde{Z}_{Tt} = T^{-1/2} \left( \frac{t + 1}{T} - \frac{1}{2} \right) U_{t,j}(\theta^{(T)}; \Sigma) J_m(\tilde{F}_p(\|\epsilon_t(\theta^{(T)})\|_\Sigma)).$$
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\[ Z_{Tt} = T^{-1/2} \left( \frac{t+1}{T} - \frac{1}{2} \right) U_{t,j}(\theta, \Sigma) J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})), \]

\( \tilde{P}_T = P^{(T)}_{\tilde{\theta}^{(T)}(\Sigma), f}, P_T = P^{(T)}_{\tilde{\theta}(\Sigma), f} \), and \( LR_{Tt} \) as in (C.21).

Note that Conditions (a)-(e) of Proposition 1 in Hallin et al. (2015), which are required also in Proposition 2 in Hallin et al. (2015), are satisfied (see Proposition A.2). As \( J_m \) is bounded and \( |U_t(\theta, \Sigma)| \leq 1 \) for all \( \theta \in \Theta \), Condition (g) of Proposition 2 in Hallin et al. (2015) clearly holds; their Condition (h) follows straightforwardly.

In order to conclude, thus, we only have to establish that Condition (f) (same reference) holds true. We have

\[ \sum_{t=1}^{T} E_{\tilde{\theta}^{(T)}, \Sigma} \left[ \left( \tilde{Z}_{Tt}(LR_{Tt})^{1/2} - Z_{Tt} \right)^2 \mid \mathcal{F}_{T,t-1} \right] \leq 2 \sum_{t=1}^{T} E_{\tilde{\theta}^{(T)}, \Sigma} \left[ \left( \tilde{Z}_{Tt} - Z_{Tt} \right)^2 \mid \mathcal{F}_{T,t-1} \right] \]

\[ + 2 \max_{t=1,...,T} \left( (LR_{Tt})^{1/2} - 1 \right) \sum_{t=1}^{T} E_{\tilde{\theta}^{(T)}, \Sigma} \left[ \tilde{Z}_{Tt}^2 \mid \mathcal{F}_{T,t-1} \right]. \]

It follows from (12) in Hallin et al. (2015) that \( \max_{t=1,...,T} |(LR_{Tt})^{1/2} - 1| = o_P(1) \), and we already noted

\[ \sum_{t=1}^{T} E_{\tilde{\theta}^{(T)}, \Sigma} \left[ \tilde{Z}_{Tt}^2 \mid \mathcal{F}_{T,t-1} \right] = O_P(1). \]

Hence Condition (f) holds if we show

\[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E_{\tilde{\theta}^{(T)}, \Sigma} \left( D_{T,m}^{(T)} \right)^2 = 0 \]  

(C.35)

with (writing \( \varepsilon_t \) for \( \varepsilon_t(\tilde{\theta}^{(T)}) \) and \( U_t^2 \) for \( U_t(\tilde{\theta}^{(T)}; \Sigma) \))

\[ D_{t,m}^{(T)} := U_{t,j} J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})) - U_{t,j} J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})). \]

Let \( \eta > 0 \) such that \( \tilde{F}_p(\eta) < m^{-1} \) and note that \( J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma}))1\{||\varepsilon_t||_{\Sigma} \leq \eta \} = 0 \). This yields, for \( |D_{t,m}^{(T)}| \), the bound

\[ |D_{t,m}^{(T)}| \leq \left| J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})) - J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})) \right| + \left| J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})) \right| |U_{t,j} - U_{t,j}^*| 1\{||\varepsilon_t||_{\Sigma} > \eta \}. \]

Uniform continuity of \( J_m \circ \tilde{F}_p \) and (C.30) imply

\[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E_{\tilde{\theta}^{(T)}, \Sigma} \left( J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})) - J_m(\tilde{F}_p(||\varepsilon_t||_{\Sigma})) \right)^2 = 0. \]
Similarly, \( (C.31) \) and bounded convergence yield

\[
\frac{1}{T} \sum_{t=1}^{T} E_{\theta;\Sigma,f} \left[ |U_{t,j}^\epsilon - U_{t,j}^\eta|^2 1\{\|\varepsilon_t\| \geq \eta \} \right] \leq E_{\theta;\Sigma,f} \max_{t=1,...,T} |U_{t,j}^\epsilon - U_{t,j}^\eta|^2 1\{\|\varepsilon_t\| \geq \eta \} = o(1).
\]

Convergence in \( (C.35) \) follows, hence also Condition (f). Proposition 2 in Hallin et al. (2015) thus applies, which establishes \( (C.34) \). Noting that

\[
E_{\theta;\Sigma,f} \left[ Z_T(h_T^T\Delta_{\theta;\Sigma,f}) \mid \mathcal{F}_{t-1} \right] = \frac{1}{p} I_{p,m}(f,g) \left( \frac{t}{T+1} - \frac{1}{2} \right) v_{Tt,j}
\]

completes the proof of Part (iv) of Proposition 4.2. \( \square \)

**C.5.5. Proof of Part (v)**

The proof of Part (v) is classical, though the various rates of convergence involved make it more complicated than usual. For given \( M > 0 \), let \( \Theta(T)^{(M)} \) denote the set of possible values of \( \theta^{(T)} \), as described in the last part of Assumption 5. Observe that the set of sequences \( t^{(1)}, t^{(2)}, \ldots \) such that \( t^{(T)} \in \Theta(T)^{(M)} \) for all \( T \in \mathbb{N} \) is a countable set, and that each of those sequences constitutes a sequence of perturbations in the sense of \( (4.5) \). The proof of Lemma 4.4 in Kreiss (1987) then applies without changes. The result follows. \( \square \)

**C.6. Proof of Proposition 4.3**

Part (i) follows immediately from Proposition 4.2(ii). Part (ii) follows from an application of Le Cam’s third lemma as in Proposition 4.2(iii). Note that, without loss of generality, we may assume \( B = 0 \), as the score associated with \( B \) depends on \( \alpha'W_{\phi} \), which is independent of \( [(I_p - P_\alpha) \alpha_\perp]'W_{\phi} \). Thus, applying Le Cam’s third lemma as in Theorem 6.6 in Van der Vaart (2000) and using Girsanov’s theorem, leads to the same distribution under the null as under local alternatives generated by \( B \) since the sharp bracket of the score for \( B \) and \( [(I_p - P_\alpha) \alpha_\perp]'W_{\phi} \) vanishes. As a result, we obtain, for the asymptotic mean of \( [(I_p - P_\alpha) \alpha_\perp]'\Sigma^{-1/2}S_g^{(T)}(\theta;\Sigma) \), under \( P_{\theta^{(T)};\Sigma,f} \),

\[
\frac{1}{12p} I_p(f,g) \left| \beta_\perp \Psi_{\Gamma,N}^{-1} \alpha_\perp' \mu \right|^2 \left[ (I_p - P_\alpha) \alpha_\perp \right]' \Sigma^{-1} (ab + \alpha_\perp d) = \frac{1}{12p} I_p(f,g) \left| \beta_\perp \Psi_{\Gamma,N}^{-1} \alpha_\perp' \mu \right|^2 \left[ (I_p - P_\alpha) \alpha_\perp \right]' \Sigma^{-1} \alpha_\perp d.
\]

Part (iii), due to the premultiplication of \( S_g^{(T)}(\theta;\Sigma) \) by \( [(I_p - P_\alpha) \alpha_\perp]' \Sigma^{-1/2} \), is a consequence of Proposition 4.2(iii)-(v). More precisely, the shift in \( 4.58 \) vanishes with respect to \( B \) as \( [(I_p - P_\alpha) \alpha_\perp]' \Sigma^{-1} \alpha = 0. \)
Shifts due to $d$ and $D$ (as in Appendix A) are not possible, as a cointegration rank $r_0$ is imposed as a constraint in the construction of the estimator. Concerning the remaining local parameters $m$, $G$, $A$, and $b$, premultiplying their shifts by $[(I_p - P_\alpha) \alpha_{\perp}]' \Sigma^{-1/2}$ yields zero as well. Finally, Part (iv) follows from the standard construction of (conditionally) most stringent tests in LAN experiments with nuisance parameters (Corollary 3.2 and the discussion thereafter) and the observation that, in view of Part (iii), equally stringent tests can be constructed when $\Sigma$ and $B$ are unknown.

D. Additional Monte Carlo results

This section presents the results of the Monte-Carlo study, which, for lack of space, could not be included in Section 5—where we refer to for notation and the description of data-generating mechanisms.
Table D.1: Simulated sizes (25,000 replications) of the maxeig test, trace test, $Q^{(T)}_1$ and the rank-based tests \(g \in \{\phi, t_3, t_{10}\}\), under \((5.1)\) for \(p = 2\), \(r_0 \in \{0, 1\}\), \(\phi = -0.3\), \(\Sigma \in \{I_2, \Sigma_{2,c}\}\), and \(f \in \{\phi, t_3, t_{10}\}\). For \(r_0 = 1\), maxeig and trace coincide.

<table>
<thead>
<tr>
<th>Sample size and innovation distribution</th>
<th>Test</th>
<th>$T = 100$ and $\Sigma = I_2$</th>
<th>$T = 250$ and $\Sigma = I_2$</th>
<th>$T = 500$ and $\Sigma = I_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f = \phi$</td>
<td>$f = t_3$</td>
<td>$f = t_{10}$</td>
<td>$f = \phi$</td>
</tr>
<tr>
<td>$r_0 = 0$</td>
<td>maxeig</td>
<td>0.053</td>
<td>0.055</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>trace</td>
<td>0.055</td>
<td>0.057</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_1$</td>
<td>0.047</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{t_3}$</td>
<td>0.045</td>
<td>0.045</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}<em>{t</em>{10}}$</td>
<td>0.050</td>
<td>0.048</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{\phi}$</td>
<td>0.049</td>
<td>0.048</td>
<td>0.046</td>
</tr>
<tr>
<td>$r_0 = 1$</td>
<td>maxeig</td>
<td>0.050</td>
<td>0.057</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_1$</td>
<td>0.041</td>
<td>0.037</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{t_3}$</td>
<td>0.039</td>
<td>0.038</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}<em>{t</em>{10}}$</td>
<td>0.042</td>
<td>0.045</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{\phi}$</td>
<td>0.041</td>
<td>0.042</td>
<td>0.040</td>
</tr>
<tr>
<td>$T = 100$ and $\Sigma = \Sigma_{2,c}$</td>
<td>$f = \phi$</td>
<td>$f = t_3$</td>
<td>$f = t_{10}$</td>
<td>$f = \phi$</td>
</tr>
<tr>
<td></td>
<td>maxeig</td>
<td>0.052</td>
<td>0.055</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>trace</td>
<td>0.055</td>
<td>0.056</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_1$</td>
<td>0.047</td>
<td>0.040</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{t_3}$</td>
<td>0.045</td>
<td>0.045</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}<em>{t</em>{10}}$</td>
<td>0.050</td>
<td>0.048</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{\phi}$</td>
<td>0.049</td>
<td>0.048</td>
<td>0.046</td>
</tr>
<tr>
<td>$r_0 = 1$</td>
<td>maxeig</td>
<td>0.069</td>
<td>0.076</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_1$</td>
<td>0.047</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{t_3}$</td>
<td>0.042</td>
<td>0.045</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}<em>{t</em>{10}}$</td>
<td>0.048</td>
<td>0.053</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>$Q^{(T)}_{\phi}$</td>
<td>0.047</td>
<td>0.049</td>
<td>0.045</td>
</tr>
</tbody>
</table>
Table D.2: Simulated sizes (25,000 replications) of the max eig test, trace test, $Q^{(7)}_f$, and the rank-based tests \([1,9]\), $g \in \{\phi, t_3, t_{10}\}$, under \([5,1]\) for $p = 3$, $r_0 \in \{0, 1, 2\}$, $\phi = -0.3$, $\Sigma \in \{I_3, \Sigma_{3,c}\}$, and $f \in \{\phi, t_3, t_{10}\}$. For $r_0 = 2$, max eig and trace coincide.

<table>
<thead>
<tr>
<th>Test</th>
<th>$T = 100$ and $\Sigma = I_3$</th>
<th>$T = 250$ and $\Sigma = I_3$</th>
<th>$T = 500$ and $\Sigma = I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_0 = 0$</td>
<td>$f = \phi f = t_3 f = t_{10}$</td>
<td>$f = \phi f = t_3 f = t_{10}$</td>
<td>$f = \phi f = t_3 f = t_{10}$</td>
</tr>
<tr>
<td>max eig</td>
<td>0.054 0.064 0.056 0.054 0.056 0.053</td>
<td>0.050 0.055 0.052</td>
<td>0.046 0.041 0.044 0.048 0.043 0.051</td>
</tr>
<tr>
<td>trace</td>
<td>0.057 0.064 0.058 0.054 0.056 0.053</td>
<td>0.050 0.054 0.051</td>
<td>0.044 0.042 0.043 0.048 0.045 0.050</td>
</tr>
<tr>
<td>$Q^{(7)}_f$</td>
<td>0.061 0.064 0.056 0.053 0.050 0.054</td>
<td>0.047 0.045 0.046 0.049 0.046 0.051</td>
<td>0.047 0.045 0.045 0.049 0.046 0.052</td>
</tr>
<tr>
<td>$Q^{(7)}_{10}$</td>
<td>0.042 0.042 0.039 0.052 0.050 0.052</td>
<td>0.042 0.045 0.041 0.051 0.052 0.051</td>
<td>0.042 0.045 0.041 0.051 0.052 0.051</td>
</tr>
<tr>
<td>$r_0 = 1$</td>
<td>max eig</td>
<td>0.042 0.042 0.039 0.052 0.050 0.052</td>
<td>0.042 0.045 0.041 0.051 0.052 0.051</td>
</tr>
<tr>
<td>trace</td>
<td>0.034 0.030 0.034 0.045 0.041 0.047</td>
<td>0.048 0.046 0.048</td>
<td>0.036 0.041 0.040 0.047 0.046 0.048</td>
</tr>
<tr>
<td>$Q^{(7)}_f$</td>
<td>0.032 0.033 0.032 0.044 0.042 0.047</td>
<td>0.047 0.046 0.047</td>
<td>0.034 0.037 0.036 0.046 0.045 0.048</td>
</tr>
<tr>
<td>$Q^{(7)}_{10}$</td>
<td>0.033 0.036 0.035 0.045 0.046 0.044</td>
<td>0.047 0.046 0.047</td>
<td>0.033 0.036 0.035 0.045 0.046 0.044</td>
</tr>
<tr>
<td>$r_0 = 2$</td>
<td>max eig</td>
<td>0.045 0.050 0.047 0.049 0.048 0.049</td>
<td>0.049 0.050 0.049</td>
</tr>
<tr>
<td>trace</td>
<td>0.034 0.031 0.035 0.045 0.043 0.045</td>
<td>0.047 0.048 0.048</td>
<td>0.037 0.040 0.040 0.046 0.046 0.046</td>
</tr>
<tr>
<td>$Q^{(7)}_f$</td>
<td>0.031 0.032 0.033 0.044 0.044 0.043</td>
<td>0.046 0.049 0.046</td>
<td>0.033 0.036 0.035 0.045 0.046 0.044</td>
</tr>
<tr>
<td>$Q^{(7)}_{10}$</td>
<td>0.037 0.040 0.040 0.046 0.046 0.045</td>
<td>0.049 0.051 0.049</td>
<td>0.037 0.040 0.040 0.046 0.046 0.045</td>
</tr>
<tr>
<td>$Q^{(7)}_{10}$</td>
<td>0.033 0.036 0.035 0.045 0.046 0.044</td>
<td>0.047 0.050 0.047</td>
<td>0.033 0.036 0.035 0.045 0.046 0.044</td>
</tr>
</tbody>
</table>
Figure D.1: Simulated (2,500 replications) finite-sample powers of the \textit{maxeig} test, the \textit{trace} test, the pseudo-Gaussian test and the rank-based tests \((19), g \in \{\phi, t_3, t_{10}\},\)

(a) for testing \(H : r = 0\) versus \(H' : r = 1\) under \((5.2), h \in \{0, 2.5, 5, \ldots, 50\}, p = 2, T \in \{100, 250, 500\}, \Sigma = I_2,\) and \(f \in \{\phi, t_3, t_{10}\} ;\)

(b) for testing \(H : r = 1\) versus \(H' : r = 2\) under \((5.2), h \in \{0, 2.5, 5, \ldots, 50\}, p = 2, T \in \{100, 250, 500\}, \Sigma = I_2,\) and \(f \in \{\phi, t_3, t_{10}\} .\)
Table D.3: Simulated sizes (25,000 replications) of the \textit{maxeig} test, \textit{trace} test, $Q_{1}^{(T)}$ and the rank-based tests (4.9), $g \in \{ \phi, t_{3}, t_{10} \}$, under (5.1) for $p = 5$, $r_{0} \in \{0, \ldots, 4\}$, $\phi = -0.3$, $\Sigma = I_{5}$, and $f \in \{ \phi, t_{3}, t_{10} \}$. For $r_{0} = 4$, \textit{maxeig} and \textit{trace} coincide.

<table>
<thead>
<tr>
<th>Test</th>
<th>Sample size and innovation distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T = 100$</td>
</tr>
<tr>
<td></td>
<td>$f = \phi$ $f = t_{3}$ $f = t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$r_{0} = 0$</td>
</tr>
<tr>
<td>maxeig</td>
<td>0.063 0.083 0.065</td>
</tr>
<tr>
<td>trace</td>
<td>0.070 0.082 0.072</td>
</tr>
<tr>
<td>$Q_{1}^{(T)}$</td>
<td>0.044 0.038 0.043</td>
</tr>
<tr>
<td>$Q_{\phi}^{(T)}$</td>
<td>0.024 0.029 0.022</td>
</tr>
<tr>
<td>$Q_{t_{3}}^{(T)}$</td>
<td>0.030 0.037 0.030</td>
</tr>
<tr>
<td>$Q_{t_{10}}^{(T)}$</td>
<td>0.026 0.033 0.025</td>
</tr>
</tbody>
</table>
Figure D.2: Simulated (2,500 replications) finite-sample powers of the maxeig test, the trace test, the pseudo-Gaussian test and the rank-based tests (4.9), $g \in \{\phi, t_3, t_{10}\}$.

(a) for testing $H: r = 0$ versus $H^\prime: r = 1$ under (5.2), for $h \in \{0, 2, 5, \ldots, 50\}$, $p = 2$, $T \in \{100, 250, 500\}$, $\Sigma = \Sigma_{2,c}$, and $f \in \{\phi, t_3, t_{10}\}$.

(b) for testing $H: r = 1$ versus $H^\prime: r = 2$ under (5.2), for $h \in \{0, 2, 5, \ldots, 50\}$, $p = 2$, $T \in \{100, 250, 500\}$, $\Sigma = \Sigma_{2,c}$, and $f \in \{\phi, t_3, t_{10}\}$.
Figure D.3: Simulated (2,500 replications) finite-sample powers of the maxeig test, the trace test, the pseudo-Gaussian test and the rank-based tests (4.19), \(g \in \{\phi, t_3, t_{10}\}.

(a) for testing \(H : r = 0\) versus \(H' : r = 1\) under (5.2), for \(h \in \{0, 2, 5, \ldots, 50\}\), \(p = 3\), \(T \in \{100, 250, 500\}\), \(\Sigma = I_3\), and \(f \in \{\phi, t_3, t_{10}\}\);

(b) for testing \(H : r = 1\) versus \(H' : r = 2\) under (5.2), for \(h \in \{0, 2, 5, \ldots, 50\}\), \(p = 3\), \(T \in \{100, 250, 500\}\), \(\Sigma = I_3\), and \(f \in \{\phi, t_3, t_{10}\}\);

(c) for testing \(H : r = 2\) versus \(H' : r = 3\) under (5.2), for \(h \in \{0, 2, 5, \ldots, 50\}\), \(p = 3\), \(T \in \{100, 250, 500\}\), \(\Sigma = I_3\), and \(f \in \{\phi, t_3, t_{10}\}\).
(a) for testing $H : r = 0$ versus $H' : r = 1$ under (5.2), for $h \in \{0, 2.5, 5, \ldots, 50\}$, $p = 3$, $T \in \{100, 250, 500\}$, $\Sigma = \Sigma_{3,c}$, and $f \in \{\phi, t_3, t_{10}\}$;

(b) for testing $H : r = 1$ versus $H' : r = 2$ under (5.2), for $h \in \{0, 2.5, 5, \ldots, 50\}$, $p = 3$, $T \in \{100, 250, 500\}$, $\Sigma = \Sigma_{3,c}$, and $f \in \{\phi, t_3, t_{10}\}$;

(c) for testing $H : r = 2$ versus $H' : r = 3$ under (5.2), for $h \in \{0, 2.5, 5, \ldots, 50\}$, $p = 3$, $T \in \{100, 250, 500\}$, $\Sigma = \Sigma_{3,c}$, and $f \in \{\phi, t_3, t_{10}\}$.
Figure D.5: Simulated (2,500 replications) finite-sample powers of the \textit{maxeig} test, the \textit{trace} test, the pseudo-Gaussian test and the rank-based tests \textit{(4.9)}, \(g \in \{\phi, t_3, t_{10}\}.

(a) for testing \(H : r = 0\) versus \(H' : r = 1\) under \textit{(5.2)}, for \(h \in \{0, 2.5, 5, \ldots, 50\}\), \(p = 5\), \(T \in \{100, 250, 500\}\), \(\Sigma = I_5\), and \(f \in \{\phi, t_3, t_{10}\}\);

(b) for testing \(H : r = 1\) versus \(H' : r = 2\) under \textit{(5.2)}, for \(h \in \{0, 2.5, 5, \ldots, 50\}\), \(p = 5\), \(T \in \{100, 250, 500\}\), \(\Sigma = I_5\), and \(f \in \{\phi, t_3, t_{10}\}\);

(c) for testing \(H : r = 2\) versus \(H' : r = 3\) under \textit{(5.2)}, for \(h \in \{0, 2.5, 5, \ldots, 50\}\), \(p = 5\), \(T \in \{100, 250, 500\}\), \(\Sigma = I_5\), and \(f \in \{\phi, t_3, t_{10}\}\).
Figure D.6: Simulated (2,500 replications) finite-sample powers of the maxeig test, the trace test, the pseudo-Gaussian test and the rank-based tests (4.9), \( g \in \{\phi, t_3, t_{10}\}, \)

(a) for testing \( H : r = 3 \) versus \( H' : r = 4 \) under (5.2), for \( h \in \{0, 2, 5, 5, \ldots, 50\}, p = 5, T \in \{100, 250, 500\}, \Sigma = I_5, \) and \( f \in \{\phi, t_3, t_{10}\}; \)

(b) for testing \( H : r = 4 \) versus \( H' : r = 5 \) under (5.2), for \( h \in \{0, 2, 5, 5, \ldots, 50\}, p = 5, T \in \{100, 250, 500\}, \Sigma = I_5, \) and \( f \in \{\phi, t_3, t_{10}\}. \)