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ABSTRACT
The effects of gender stereotype threat on mathematical test performance in the classroom have been extensively studied in several cultural contexts. Theory predicts that stereotype threat lowers girls’ performance on mathematics tests, while leaving boys’ math performance unaffected. We conducted a large-scale stereotype threat experiment in Dutch high schools (N = 2064) to study the generalizability of the effect. In this registered report, we set out to replicate the overall effect among female high school students and to study four core theoretical moderators, namely domain identification, gender identification, math anxiety, and test difficulty. Among the girls, we found neither an overall effect of stereotype threat on math performance, nor any moderated stereotype threat effects. Most variance in math performance was explained by gender, domain identification, and math identification. We discuss several theoretical and statistical explanations for these findings. Our results are limited to the studied population (i.e. Dutch high school students, age 13–14) and the studied domain (mathematics).

Since the first studies on the negative effect of stereotype threat on women’s math performance (Spencer, Steele, & Quinn, 1999), numerous studies have addressed both the generalizability of the effect and important theoretical moderators (Spencer, Logel, & Davies, 2016). Although several meta-analyses of published studies highlighted relatively robust effects (Nguyen & Ryan, 2008; Picho, Rodriguez, & Finnie, 2013; Walton & Spencer, 2009), some researchers have voiced their concern about the improper use of covariates that leads to inflated Type I error rates in stereotype threat studies (Stoet & Geary, 2012; Wicherts, 2005), and the potentially overestimated effects of stereotype threat due to publication bias and related biasing factors regarding how researchers analyze their data and present their results (Flore & Wicherts, 2015; Ganley et al., 2013). These problems can impede our understanding of psychological phenomena like the effects of stereotype threat on test performance, and raise questions about the generalizability of the effect across cultural settings and age groups. Such issues can be (partly) resolved by...
pre-registration (see e.g. Wagenmakers, Wetzels, Borsboom, van der Maas, & Kievit, 2012) of large confirmatory stereotype threat studies.

Most of the research on gender stereotype threat in the math domain concerned college students, however, it is clear that early effects of stereotype threat on high school students could potentially have a negative long-term impact on girl’s identification with mathematics and hence their later performance in this domain and related domains (viz. Science, Technology, Engineering, and Mathematics or STEM fields). Several studies have addressed stereotype threat effects among girls in diverse cultural contexts (see Flore & Wicherts, 2015 for a review), and the results are somewhat mixed. It is clear that studies in actual class settings (instead of lab settings) among high school populations would throw important light on the generalizability of gender stereotype threat effects to mundane settings that are relevant for pupils’ later academic careers. Moreover, a large-scale study in a new cultural context adds to knowledge about the generalizability of stereotype threat effects in classroom environments that have hitherto been studied only in a limited number of countries.

In this registered report, we aimed to obtain a reliable and unbiased estimate of the effects of negative gender stereotypes on the mathematical test performance among Dutch high school students. Additionally, we aimed to replicate the moderating effects of variables domain identification (Keller, 2007a), gender identification (Schmader, 2002), math anxiety (Delgado & Prieto, 2008), and test difficulty (Keller, 2007a) in a large sample of Dutch high school students.

**Stereotype threat and underlying mechanisms**

Stereotype threat theory predicts that members of a negatively stereotyped group will underperform when that stereotype is made salient or relevant for the task at hand. In their seminal paper on stereotype threat, Steele and Aronson (1995) described how African Americans underperformed on cognitive ability tests when reminded of the negative stereotype stating that African Americans have lower intellectual abilities than European Americans. Similarly, when confronted with the negative stereotype concerning their in-group, women were found to underperform on mathematics tests (e.g. O’Brien & Crandall, 2003; Spencer et al., 1999) and driving tests (Yeung & von Hippel, 2008), elderly were found to underperform on memory tests and cognitive tests (Lamont, Swift, & Abrams, 2015) and students from lower socio-economic backgrounds were found to underperform on intelligence tests (Désert, Préaux, & Jund, 2009; Spencer & Castano, 2007). Based on theory, members of positively stereotyped groups (e.g. men or European Americans) are expected to remain uninfluenced by stereotype threat manipulations.

Of the many negative stereotypes that have been studied in the context of stereotype threat, the stereotype that women are not as good in mathematics as men (Spencer et al., 1999) is one of the most frequently studied. Multiple meta-analyses on this topic have produced similar results: the estimated averaged effect size ranges from small ($d = 0.24$) to medium ($d = 0.48$), indicating that women tend to underperform when they are exposed to explicit or implicit stereotype threats (Doyle & Voyer, 2016; Nguyen & Ryan, 2008; Picho et al., 2013; Walton & Cohen, 2003; Walton & Spencer, 2009). The studies included in aforementioned meta-analyses were carried out in different countries (with samples from Canada, France, Germany, Italy, the Netherlands, Spain, etc.).
Uganda, United Kingdom, and United States) and the participants were usually either college students or students from primary or secondary education. The effect sizes within these meta-analyses show a considerable amount of heterogeneity, indicating that the magnitude of the effect sizes varies across studies (Nguyen & Ryan, 2008; Picho et al., 2013), possibly due to moderators.

**Moderators**

Spencer et al. (2016) and Inzlicht and Schmader (2012) reviewed the main moderators of the effects of stereotype threat. Here, we focus on the three most relevant individual characteristics of female test-takers that are thought to moderate susceptibility to stereotype threat and consider test difficulty as an important factor in determining whether tests are affected by stereotype threat.

**Domain identification**

Theory predicts that members of negatively stereotyped groups will only underperform on stereotype relevant tasks if they are highly identified with the construct that the task is supposed to measure (Keller, 2007a; Steele, 1997; Steele & Aronson, 1995). Notably, stereotype threat will only undermine mathematics test performance for women who consider the subject of mathematics to be important to them. For women who are weakly identified with mathematics, the negative stereotype will not trigger anxiety or negative thoughts during test-taking because they are probably less interested in good results in mathematics compared to women who strongly identify with mathematics. This theoretical prediction is supported by several studies showing that women with high domain identification under threat average larger performance decrements than women with low domain identification (Keller, 2007a; Lesko & Corpus, 2006; Steinberg, Okun, & Aiken, 2012). The meta-analytic evidence in favor of the moderating effect of domain identification is somewhat mixed. Walton and Cohen (2003) found that studies with samples consisting of highly identified participants in the stereotyped domain showed larger stereotype threat effects than studies that did not select samples of highly domain-identified group members. Yet, Nguyen and Ryan (2008) found that samples of moderately math-identified women were more strongly influenced by stereotype threats than highly math-identified women.

**Gender identification**

A second moderator that received attention in the stereotype threat literature is group identification, i.e. the degree to which the test-takers consider membership of the stereotyped group to be an important part of their self-identity (Schmader, 2002). The moderating effect of gender identification follows the same logic as the moderating effect of domain identification: women who do not strongly identify with their gender have little reason to feel threatened by the negative female stereotype. Several studies have shown that indeed math performance is generally less affected by stereotype threat for women who believed that gender was not an important part of their identity, compared to women for whom gender was an important part of their identity (Schmader, 2002; Wout, Danso, Jackson, & Spencer, 2008). However, other studies failed to find moderating effects of gender identification (Cadinu, Maass, Frigerio, Impagliazzo, & Latinotti, 2003; Eriksson & Lindholm, 2007), or even found women having lower levels of gender identification to be more strongly
influenced by negative stereotypes compared to women who were more strongly gender identified (Kiefer & Sekaquaptewa, 2007).

**Math anxiety**
A third construct implicated as both a moderator and a mediator of stereotype threat is math anxiety. First, the gender differences in mathematical test performance could be partly mediated by state anxiety (Osborne, 2001) and state anxiety is sometimes (albeit not always; Schmader & Johns, 2003; Steele & Aronson, 1995) found to mediate the stereotype threat effect: under stereotype threat women not only scored lower on the mathematics tests compared to men and women in the control condition, but they also showed higher scores on physiological anxiety measures like skin conductance, blood pressure, and lower scores on skin temperature (Osborne, 2007). Women in threat conditions tend to link gender stereotypes to their own perception of anxiety more strongly than women in low threat conditions or men (Johns, Schmader, & Martens, 2005). Finally, state anxiety mediates the relationship between coping sense of humor and mathematics test performance for women (Ford, Ferguson, Brooks, & Hagadone, 2004). Instead of studying state anxiety as mediator, trait math anxiety can be treated as a moderator variable of the stereotype threat effect. Overall, there is a gender gap in reported math anxiety, with girls reporting a higher level of math anxiety than boys (Else-Quest, Hyde, & Linn, 2010). A study on Spanish high school students showed that math anxiety moderated the stereotype threat effect, in the sense that higher math anxiety scores were associated with stronger decrements under stereotype threat (Delgado & Prieto, 2008).

**Test difficulty**
Finally, studies have shown that gender stereotype threat is moderated by math test difficulty in both college samples (O’Brien & Crandall, 2003; Spencer et al., 1999) and school samples (Keller, 2007a; Neuville & Croizet, 2007). In most of these samples, stereotype threat effects were stronger for difficult tests than for easier tests (Neuville & Croizet, 2007; Nguyen & Ryan, 2008; Spencer et al., 1999). Use of easy tests can actually lead to improved scores for girls under stereotype threat, probably due to heightened motivation and lower threat posed by such easier tests (O’Brien & Crandall, 2003; Spencer et al., 2016). Some researchers suspected that students who work on difficult tests might experience more physiological arousal (Ben-Zeev, Fein, & Inzlicht, 2005; O’Brien & Crandall, 2003), resulting in larger performance decrements under stereotype threat. A third explanation is that more difficult tests require more controlled attention as part of working memory than easier tests. Because working memory can be occupied by suppression of negative thoughts concerning the stereotypes or other situational pressures (Beilock & Decaro, 2007; Beilock, Rydell, & McConnell, 2007; Schmader & Johns, 2003), test-takers under threat might experience greater difficulty solving the more difficult problems. This would result in larger performance decrements on the more difficult tests.

**Stereotype threat in school aged children**
Although the theory of stereotype threat has been well established based on lab studies, the critique that these studies were limited in terms of generalizability drove stereotype
threat researchers into the classroom (Aronson & Dee, 2012; Wax, 2009). A first study in the United States on stereotype threat in elementary and middle schools showed that the salience of gender lowered mathematical test performance of girls (Ambady, Shih, Kim, & Pittinsky, 2001). However, this finding was limited to age groups of 5–7 and 11–13, and did not appear among students aged between 8 and 10. Ambady et al. argued that this might have been due to the higher degree of chauvinism regarding gender in the latter age group, but this explanation has received little attention in further studies on stereotype threat. Nonetheless, the effects of stereotype threat for girls was also found in other countries, like France (Bagès & Martinot, 2011), Germany (Keller, 2007a; Keller & Dauenheimer, 2003), Italy (Muzzatti & Agnoli, 2007), Spain (Delgado & Prieto, 2008), and Uganda (Picho & Stephens, 2012). However, in several similar experiments conducted in Italy and the United States the null hypothesis was not rejected (e.g. Agnoli, Altoè, & Muzzatti, n.d.; Cherney & Campbell, 2011; Ganley et al., 2013; Stricker & Ward, 2004). Effects of stereotype threat on math performance among college students have been found in the Netherlands before (Marx, Stapel, & Muller, 2005; Wicherts, 2005). However, we are not aware of any published stereotype threat studies on the gender–math relationship conducted at Dutch high schools. Our study fills this gap in the literature.

As with adult samples, the results of previous stereotype threat experiments among girls are mixed; the estimated effect sizes of the simple effect (i.e. the standardized mean difference of girls in the stereotype threat condition and girls in the control condition) ranged from a large effect in the expected direction to a medium effect in the opposite direction. Combining the information of all available stereotype threat experiments for school aged girls yielded an average estimated effect size of 0.22 in the expected direction, but also substantial heterogeneity in underlying effects (Flore & Wicherts, 2015).

**Methodological considerations**

Three methodological and statistical issues in the replicability debate (Asendorpf et al., 2013) are particularly relevant for stereotype threat research: pre-registration, a priori power analyses and multilevel analysis. First, pre-registration has received little attention in articles on stereotype threat (for exceptions, see Finnigan & Corker, 2016; Gibson, Losee, & Vitiello, 2014; Moon & Roeder, 2014). There are several upsides to pre-registered studies. Notably, when a study is pre-registered it is easier to certify that statistically significant results were actually based on a priori hypotheses and pre-specified analyses thereof. This counters biases caused by hypothesizing after results are known (i.e. HARKing, Kerr, 1998) and ad hoc analyses of the data that are focused on finding desirable (usually significant) results (Wagenmakers et al., 2012; Wicherts et al., 2016). Moreover, pre-registration ameliorates the effects of publication bias by assuring publication of results regardless of the outcome.

Second, it is crucial to conduct proper a priori power analyses. The samples of schoolchildren gathered in stereotype threat experiments are relatively small and power analyses are not often reported (for exceptions, see Stricker & Ward, 2004; Titze, Jansen, & Heil, 2010). Because the average effect sizes in the field have consistently been shown to be small to medium, we suspect that many stereotype threat studies reported in the past were underpowered, leading to inaccurate effect size estimates.
without publication bias and inflated estimates of effect sizes under various scenarios with publication bias. Prior power analyses enable informed decisions regarding the sample sizes needed for studying relatively subtle effects.

Third, it is important to consider the clustered nature of data gathered in schools in the analysis of the data from stereotype threat studies. An assumption of common statistical techniques like AN(C)OVA or linear regression analysis is the independence of observations. If students from the same classroom are included in the analysis, this assumption is likely violated. Positive dependencies inflate Type I error rates if left uncorrected. Depending on the severity of the violation, the effective sample size of the study will be lower than the observed sample size (i.e. a larger intraclass correlation [ICC] coefficient will lead to a smaller effective sample size). Thus, the nested structure of the data requires a multilevel analytic approach.

In the present study, we incorporated these three improvements. Our registered experiment is not designed to “prove” or “disprove” the general existence of the stereotype threat phenomenon, but rather to study the effects of a common stereotype threat manipulation in the Dutch high school population in actual classrooms. The Dutch are fairly regular in terms of gender stereotypes (Miller, Eagly, & Linn, 2015) and studying stereotype threat in this context contributes to much needed information about when and among which students stereotype threat affects mathematics test performance. On top of that, we believe that the method we use (i.e. pre-registration, a priori power analysis, and multilevel analysis when observations are dependent) could solve some existing problems in the field if adopted in future stereotype threat studies.

In our registered study, we used materials and procedures that are commonly used in the stereotype threat literature. We used an experimental paradigm that involved both an explicit stereotype threat manipulation (Spencer et al., 1999) and a control condition in which the negative stereotype was actively nullified (Smith & White, 2002). We selected a sample of high-achieving students, for which the effects of stereotype threat are expected to be strongest due to higher levels of domain identification (Steele, 1997; Steinberg et al., 2012). Moreover, in our study, boys and girls worked simultaneously on the mathematics test in regular classrooms. We did so because the presence of boys has been found to yield larger decrements in girls’ mathematics test performance due to stereotype threat (Huguet & Régner, 2007). Our main hypothesis was to find an interaction effect between stereotype condition and gender on the number of correct questions on the math test. We expected a simple effect for girls, with higher performance for girls in the safe control condition. Based on theory, we had no specific expectation for the simple effects among boys.

Method

Participants

The participants were students attending the second year of Dutch high school (typically 13–14 year olds), which is equivalent to the eighth grade in the US school system. We selected average to high-achieving students by including classes from the second highest education level “Hoger Algemeen Voorgezet Onderwijs” (i.e. senior general secondary level or HAVO) and highest education level “Voorbereidend Wetenschappelijk Onderwijs”
(i.e. pre-university secondary education or VWO) in the Dutch high school system. In our pre-registered sampling plan, we aimed to randomly select schools from a list of high schools offering mixed classes of potential HAVO and VWO students in the Dutch provinces of Noord-Brabant, Utrecht, and Zuid-Holland. However, in practice we had to deviate from this plan, because a large portion of contacted schools (83.33%) declined to participate. After consultation, the editors and we agreed to use a convenience sample at the level of schools, instead of the random sample of schools that we had hoped to select. Additionally, we included two schools outside of our target provinces. Besides these two changes, our sampling plan followed the pre-registration.

Principals of the schools were first contacted by email. In cases where we failed to receive a reply within a week, we contacted the schools by phone, followed by another email if needed. Whenever these three means of contacting were unfruitful, we contacted other schools. Additionally, some schools were contacted in a more informal manner, although we always asked for permission of the principal. Once the principals of the schools agreed to participate, both parents and students of HAVO/VWO classes in the school were asked a week in advance to object if they did not want (their child) to participate. If the student and/or the parents objected, that student was allowed to quietly work on his or her schoolwork during data collection. Participating students were asked to complete the entire set of materials during regular classes in regular classrooms. We planned to sample schools until we had at least 946 girls in our sample (see section Power for the specifics on this number). The Ethics Committee of Tilburg School of Social and Behavioral Sciences approved our study (registration no. EC-2015.53).

**Procedure**

To heighten the chances of finding an effect, we chose an optimal implementation of the experimental paradigm according to stereotype threat theory. Specifically, we used an explicit threat manipulation, combined with a nullified threat control condition (Steele, 1997). Moreover, both boys and girls were present during test-taking\(^1\) (Inzlicht & Ben-Zeev, 2000; Sekaquaptewa & Thompson, 2003) and we selected classes consisting of average to high-achieving students (Steele, 1997). Students received a bundle of materials in a closed envelope. The material consisted of two parts: the first part contained the mathematics test including an introduction in two versions that differed across conditions (an instruction heightening stereotype threat in the experimental condition and a nullification sentence in the control condition). The second part of the materials contained background questions such as gender and age, the manipulation check, and several psychological scales. To assign students to conditions we used a within-cluster approach, i.e. students were individually randomly assigned to either the stereotype threat condition or the control condition within their class.

A female experiment leader\(^2\) who was blind to the experimental condition instructed students to first read the introduction carefully, to solve the math problems, and finally to fill out the questionnaire. We emphasized that it was important that students would complete all questions in the bundle, but that they could quit the experiment halfway by putting a mark on the first page. The students were allowed 20 min to finish the test, and 10 min to finish the questionnaire. The introduction started with the following piece of text [in Dutch but translated here in English]:

\(^1\) Test-taking includes all phases from the first reading of the introduction to completing the test and filling out the questionnaire.

\(^2\) The experiment leader was not involved in the creation of the materials or the experimental design.
With this mathematics test we want to measure the ability level of high school students. This test has been used in the past. It turned out that students with good grades on this test had on average higher grades in high school and had a better chance to pass their final exam. We would like to know how well high school students in the Netherlands perform on this test.

In the stereotype threat condition, the introduction continued with “The most recent study carried out four years ago showed that boys and girls do not perform equally well on this mathematics test. There was a difference in the average grade on the test between boys and girls”. A similar explicit manipulation has been successfully implemented in past studies (e.g. Delgado & Prieto, 2008; Keller & Dauenheimer, 2003; Picho & Stephens, 2012). In the control condition, the introduction continued with “The most recent study carried out four years ago showed that boys and girls perform equally well on this mathematics test. There was no difference in the average grade on the test between boys and girls”. A similar nullified control condition has been successfully implemented in past studies (e.g. Keller & Dauenheimer, 2003; Marchand & Taasoobshirazi, 2013; Neuburger, Jansen, Heil, & Quaiser-Pohl, 2012). All instructions and materials were in Dutch and are available on the OSF (https://osf.io/yt83j/).

To check whether the students read the introduction, we asked the students to select among four options the correct year in which the mathematics test had been studied before as written in the introduction of the test. The written instruction ended with a warning that students were not allowed to use a calculator. Additionally, students were informed that wrong answers would be punished with a correction for guessing. This was done to induce a prevention focus, which has been found to yield stronger stereotype threat effects (Keller, 2007b; Keller & Bless, 2008; Ståhl, Van Laar, & Ellemers, 2012). Moreover, correction for guessing was (until recently) routinely implemented in high-stakes testing environments like GRE testing (Educational Testing Service, 2016), and as such was expected to contribute to creating an atmosphere similar to real-life high-stakes testing. After all students finished reading the introduction and answered the check question, the experiment leader gave them a sign to start working on the mathematics test. Students who finished the mathematics test early were instructed to wait for a signal from the experiment leader, after which they were allowed to continue with the second part of the study. In the second part of the study, students first filled in their age, ethnicity (based on whether both parents were born in the Netherlands or somewhere else), and gender. Subsequently, they were asked to answer the following question as a manipulation check: “Previously boys and girls performed equally on this mathematics test”, which was an item in multiple-choice format that could be answered with either “yes, boys and girls performed equally on this test”, “no, boys and girls did not perform equally on this test” or “I don’t know”. This question was followed by the item “who do you think usually performs better on mathematics tests like these? Boys or girls?”, on which the students could answer by selecting one of the following options: “boys get better grades on math tests”, “girls get better grades on math tests”, “boys and girls get equal grades on math tests”, and “I don’t know”. After answering these manipulation checks, students finished the post-test questionnaire consisting of four scales: gender identification, math anxiety, and two scales of domain identification. After finishing those questionnaires, students were asked to hand in their assessment enclosed in the envelope and to wait silently until everyone was finished.
**Materials**

The main dependent variable was the score on the mathematics test. We strived to construct a mathematics test with desirable psychometric properties. Specifically, we included items with desirable item properties. To this end, we constructed a mathematics test consisting of 20 items selected from the 2003 TIMSS study (Martin, Mullis, Gonzalez, & Chrostowski, 2004). This TIMSS study involved large samples of eighth grade students from 48 countries, including the Netherlands. We used reliably estimated item parameters based on this large international data set (Martin et al., 2004) to construct a test with items that varied in difficulty and had relatively high discrimination parameters. The difficulty parameters of the selected items ranged from −0.174 to 1.157 in the overall TIMSS sample. Our test consisted of 8 items in the content domain Geometry and 12 items in the content domain number. Because of the unavailability of the 2003 version (Annemiek Punter, Personal communication, 14 September 2015), we asked two Dutch mathematics teachers with excellent English proficiency to translate the items into Dutch. All items were multiple-choice items with four or five answer categories. To examine the moderating effect of test difficulty, we split the mathematics test in an easy test consisting of the 10 items with the lowest item difficulty parameters, and a difficult test consisting of the 10 items with the highest item difficulty parameters (as estimated in the TIMSS sample).

In addition to this mathematics test, participants filled out two scales assessing different dimensions of domain identification (12 items), a scale measuring gender identification (4 items), and a scale measuring math anxiety (10 items). These four constructs are considered as moderators of the stereotype threat effect among the girls. The first scale of domain identification measured the importance of mathematics according to the students (e.g. “I think mathematics will help me in my daily life”). The second scale of domain identification measured positive affect with regards to mathematics (e.g. “I enjoy learning mathematics”). Both scales were retrieved from the 2003 TIMSS study (Martin et al., 2004). We slightly modified the gender identification scale used by Schmader (2002) to fit the population of high school students. The scale consisted of 4 items (e.g. “being a girl/boy is an important part of my self-image”). Finally, we used the Math Anxiety Scale (Prieto & Delgado, 2007) to measure math anxiety (e.g. “before taking a math exam I feel nausea”). Although this scale originally contained 18 items, we created a shorter version to deal with time constraints by selecting 10 items with sufficient variance in the item difficulty parameters. Answers to all scales were given on a five-point Likert scale ranging from does not apply to me to does apply to me. The scales were translated into Dutch by the first author, and those translations were checked for deviations from the original by the third author.

**Pilot study**

To ensure that the materials were appropriate for the targeted population, we conducted a pilot among 76 high school students from three classes of a school in the province of Zuid-Holland (21 girls, 54 boys, 1 gender unknown). With these pilot data, we checked whether floor or ceiling effects occurred, whether the items had desirable psychometric properties, whether the time allotted for the different parts of the study was sufficient, and whether
instructions and manipulation checks were successful. For the pilot study, we carried out the exact procedure as described above apart from three minor details. Scale analyses were conducted using R packages “CTT” (Willse, 2014) and “Scale” (Giallousis, 2015).

The mean number of correct items on the math test was \( M = 12.41 \) out of 20 items (SD = 2.74), with individual scores ranging from 7 to 18. Of the 76 students, 96% answered the read check correctly and 74% answered the manipulation check correctly. Scale reliability of the four psychological scales ranged from acceptable (Cronbach’s \( \alpha_{\text{test anxiety}} = .68 \) and Cronbach’s \( \alpha_{\text{gender identification}} = .67 \)) to good (Cronbach’s \( \alpha_{\text{liking math}} = .82 \) and Cronbach’s \( \alpha_{\text{importance math}} = .81 \)). Three items of the test anxiety scale showed item–rest correlations smaller than .30, and showed confirmatory factor analysis single-factor loadings smaller than .30 (items 5, 7, and 8). We decided to replace the test anxiety scale with a Math Anxiety Scale, based on both psychometric arguments (i.e. reliability of the scale was somewhat low, some items showed low factor loadings) and theoretical arguments (i.e. the Math Anxiety Scale is more likely to moderate stereotype threat than the test anxiety scale). The item–rest correlations for gender identification items were all .30 or higher, as were the standardized factor loadings. Because the scale analyses of the latter three scales showed satisfactory results we did not alter these scales.

The times allotted for the mathematics test (20 min) and the questionnaire (10 min) were both sufficient. We experienced no problems with the instructions in the pilot.

**Statistical analysis**

**Main analysis**

In Figure 1, we present an overview of our planned analyses. For our main analysis, we first used an F-test to test for differences in mathematical performance between the classes. If this F-test showed a \( p \)-value <.05, we planned to conduct a multilevel analysis with the observed individual scores as first level and the class level as the second level. Here we planned to use a random intercepts model, with fixed slopes for the main effects and the interaction effect. We also planned to include two second-level predictor variables: gender of the teacher (GT) and class composition (CC), which was defined as the percentage of girls present in the classroom. For individual \( i \) in classroom \( j \), we defined the model as:

\[
\text{Level 1 : Observed math}_{ij} = \pi_{0j} + \pi_{1j}(\text{Condition}_{ij}) + \pi_{2j}(\text{Gender}_{ij}) + \pi_{3j}(\text{Condition} \times \text{Gender}_{ij}) + e_{ij},
\]

We assumed that the scores \( e_{ij} \) are mutually independent \( N(0, \sigma^2) \). On the second level, the model was defined as:

\[
\text{Level 2 : } \pi_{0j} = \beta_{00} + \beta_{01}(\text{GT}_j) + \beta_{02}(\text{CC}_j) + r_{0j}, \quad r_{0j} \sim N(0, \tau^2_{\pi0})
\]

\[
\pi_{1j} = \beta_{10}
\]

\[
\pi_{2j} = \beta_{20}
\]

\[
\pi_{3j} = \beta_{30}
\]
These analyses were run with the R-package lme4. In the case that the $F$-test for the class effect would show a $p$-value >.05, we planned to ignore the nested structure, and to conduct a standard two-way ANOVA instead of a multilevel analysis. As pre-registered, all analyses were carried out thrice. First, we ran analyses with the guess...
corrected score on the complete math test as the dependent variable. For the second analysis, we ran the analysis with the 10 easiest questions on the math test as dependent variable, and for the third analysis we used the dependent variable consisting of the 10 most difficult questions. We used a guess correction based on formula scoring (Frary, 1988).

We expected a significant interaction between the stereotype threat condition and gender, with a smaller effect for the easy subtest than for the difficult subtests. If this interaction was significant at \( \alpha = .05 \), we planned to proceed to an analysis of simple effects. We hypothesized that girls in the stereotype threat condition would score lower on the mathematics test than girls in the control condition, and planned to test this with a one-sided test at \( \alpha = .05 \). We had no hypothesis for the simple effects analysis for boys, thus we treated this analysis as exploratory.

Additionally, we registered to test multiple competing inequality and equality constrained hypotheses using the Bayes factor (Jeffreys, 1961; Kass & Raftery, 1995). Bayes factors have the advantages that they can be straightforwardly used for simultaneously testing multiple (i.e. more than two) non-nested hypotheses and that they allow one to quantify the evidence in the data in favor of a hypothesis (e.g. the null) relative to another hypothesis. These properties are not shared by classical \( p \)-values. Table 1 presents our pre-registered competing hypotheses of interest.

For the **no stereotype threat hypothesis** \( H_0 \), we placed equality constraints on the means for the conditions, while allowing the means on mathematical test scores for boys and girls to differ. This no stereotype threat hypothesis could subsequently be compared to the **stereotype threat hypothesis** \( H_1 \), and the **stereotype threat and stereotype lift hypothesis** \( H_2 \). Finally, we compared all of these hypotheses with the complement hypothesis \( H_C \). To compare these hypotheses, we used the default Bayes factor methodology of Mulder (2014), Gu, Mulder, Deković, and Hoijtink (2014), and Gu, Mulder, and Hoijtink (2018). In this methodology, the data are implicitly split in a minimal fraction that is used for prior specification and a maximal fractional that is used for hypothesis testing (O’Hagan, 1995). Therefore, default Bayes factors can be used in an automatic fashion without needing to formulate prior distributions for the anticipated effects (Berger & Pericchi, 1996). Our pre-registered interpretation of Bayes factors follows guidelines presented in Kass and Raftery (1995) and is shown in Table 2.

<table>
<thead>
<tr>
<th>Table 1. Competing hypotheses Bayesian analysis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>No stereotype threat hypothesis</td>
</tr>
<tr>
<td>Stereotype threat hypothesis</td>
</tr>
<tr>
<td>Stereotype threat and stereotype lift hypothesis</td>
</tr>
<tr>
<td>Complement hypothesis</td>
</tr>
</tbody>
</table>

Finally, we compared all of these hypotheses with the complement hypothesis \( H_C \). To compare these hypotheses, we used the default Bayes factor methodology of Mulder (2014), Gu, Mulder, Deković, and Hoijtink (2014), and Gu, Mulder, and Hoijtink (2018). In this methodology, the data are implicitly split in a minimal fraction that is used for prior specification and a maximal fractional that is used for hypothesis testing (O’Hagan, 1995). Therefore, default Bayes factors can be used in an automatic fashion without needing to formulate prior distributions for the anticipated effects (Berger & Pericchi, 1996). Our pre-registered interpretation of Bayes factors follows guidelines presented in Kass and Raftery (1995) and is shown in Table 2.
Moderators

We considered two versions of domain identification, gender identification, and math anxiety as potential moderators. The moderators were separately added to the model tested in the section Main analyses, which means we planned to test three models. The moderator variable, the three-way interaction term (i.e. Condition × Gender × Moderator) and subsequent second-order interaction terms were added as first-level predictors. All moderator variables were treated as continuous variables, and were grand-mean centered.

We pre-registered that a potential significant three-way interaction would be followed by three analyses to inspect the interaction of condition and gender on the number of correctly answered mathematics items separately for students with low scores on the moderator (one standard deviation below the mean), average scores on the moderator (the mean), and high scores on the moderator (one standard deviation above the mean). In cases of a significant Condition × Gender interaction, we planned to proceed to simple effects to inspect the effect of condition for girls and boys separately. Finally, if more than one moderator variable would show a significant three-way interaction, we planned to run a final model with all of those variables included.

Power

Because the main focus of this registered report is to replicate the stereotype threat effect, we conducted a power analysis for the interaction effect and the simple effect for girls. Moreover, we conducted a power analysis for the moderating variables. All power analyses were carried out using G*Power 3.1.3 and with the goal to obtain a power of at least .80 for all analyses.

For the interaction effect, we used the information from the largest stereotype threat study administered in high schools that we are familiar with (Stricker & Ward, 2004). In this sample, the effect size $\eta^2_{\text{interaction}}$ was larger than .05, but smaller than .10. A power analysis with $\eta^2 = .05$ indicated that we would need a total sample size of 152. Subsequently to find an effect size of $d = 0.30$ in the analysis of simple effects (one-sided) for girls we would need 278 participants. We selected this effect size because we took precautions to maximize the effect (e.g. select average- to high-achieving participants, have members of the other sex present, construct a difficult test), leading us to expect a somewhat larger effect than the averaged effects of the meta-analyses.

Due to the nested structure of the data, we expected the observations within classes not to be completely independent, which meant that these power analyses are too liberal. We corrected for this dependency by multiplying the needed sample size under the assumption of independent observations with the design effect. To calculate the

<table>
<thead>
<tr>
<th>BF$_{10}$</th>
<th>Evidence against $H_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–3</td>
<td>Negligible</td>
</tr>
<tr>
<td>3–20</td>
<td>Positive</td>
</tr>
<tr>
<td>20–150</td>
<td>Strong</td>
</tr>
<tr>
<td>&gt;150</td>
<td>Very strong</td>
</tr>
</tbody>
</table>

BF$_{10}$ = Bayes factor of inequality constrained hypotheses $H_i$ against the null or complement hypothesis $H_a$. $H_a$ = null or complement hypothesis.
design effect, we used the following formula in which \( K \) is the number of classes, \( n_K \) is the number of children within class \( K \) and \( \rho \) is the ICC.

\[
\text{Design effect} = 1 + \rho(n_K - 1)
\]

We assumed that \( \rho = .10 \) and \( n_K = 25 \). This will lead to a design effect of 3.4. Therefore, to obtain enough power for the simple effects analysis we multiplied the calculated sample size (i.e. 278 girls) by 3.4, leading to a required sample of 946 girls. Because we did not expect a difference in mathematics scores between the experimental and control conditions for boys, there was no need to conduct a power analysis for these simple effects. Hence, we simply sampled schools until we obtained enough girls in our sample, while also measuring boys because the theory stipulates no effect for them, and because it is crucial to have boys present during the testing of the girls.

We also calculated total required sample sizes (i.e. girls and boys together) to test the three-way interactions by means of a \( F \)-test in the context of multiple linear regression for the moderator variables domain identification and math anxiety. A power analysis for the three-way interaction of moderator variable domain identification (\( R^2_{\text{change}} = .05 \), retrieved from Steinberg et al., 2012) showed that 152 students were required, whereas a power analysis for the three-way interaction of moderator variable math anxiety (\( \eta^2_{\text{partial}} = .02 \) retrieved from Delgado & Prieto, 2008) showed that 387 students were required. Taking the nested data into account, we found the need for a maximum of 1316 students (i.e. 387 students times 3.4). Because we planned to sample schools until we acquired 946 girls in our sample, we expected to end up with a total sample size larger than 1316. This guaranteed adequate power for the tests of the three-way interaction for variables domain identification and math anxiety. For the variable gender identification, we could not find a useful effect size estimate of the three-way interaction in the literature, which rendered a well-informed power analysis problematic. We assumed the effect size of the three-way interaction for gender identification to not be much smaller than the three-way interactions of domain identification and math anxiety, which meant the power of this particular test would be sufficient with a sample consisting of 946 girls and a similar number of boys. Taken together, this made our registered study the largest gender stereotype threat experiment in class settings to date.

**Handling missing data**

As pre-registered, missing data were handled as follows. First, we removed participants list-wise who quit the experiment partway through because those missing values do not give us any information about the mathematics ability of the participants. Second, we wanted to mirror a regular testing session, thus if a participant failed to fill in a (few) item(s) on the mathematics test those items would be classified as a wrong answer for that participant. Participants who skipped more than 30% of the mathematics test were removed list-wise. If we encountered missing values on the covariates, we removed participants from the analyses of that particular moderating variable. Moreover, we anticipated three circumstances in which data from specific classes would be worthless. First, we planned to drop classes in which the students were making noise during test administration, based on an assessment that the majority of students in a class were talking for more than 2 min during test administration. Second, we planned to drop classes in which more than 50% of the students failed to complete the entire set of
materials, because either the material was too difficult for this class or the students collectively failed to make a serious effort to complete the materials. Third, we planned not to take data into account of students who entered the class more than 5 min late because they then would need to rush through the material, giving them a disadvantage on the mathematics test.

Handling outliers and sensitivity analyses
We planned to carry out a set of sensitivity analyses to be included in Appendix A. First, we checked for robustness by removing outliers based on the median absolute deviation (MAD)–median rule (Wilcox, 2011). We subtracted the median score of all observations, to obtain the median of those new scores (MAD). The MADN was then calculated by dividing the MAD by 0.6745. An observation then was flagged as an outlier if it exceeded the following cutoff rule:

$$\frac{|X - \text{Median}|}{\text{MADN}} > 2.24$$

Observations flagged as outliers were removed from the data set only for the sensitivity analyses. Because all of our important variables are based on sum scores of scales, we did not anticipate many outliers (Bakker & Wicherts, 2014). In our second set of registered sensitivity analyses aimed at checking for robustness, we removed all participants who incorrectly answered the manipulation check and/or the read check, and reanalyzed the remaining data.

Results
Participants
Data were gathered between 30 September 2016 and 28 March 2017 at 21 Dutch high schools. The data were from 86 classes and included a total of 2126 students, typically aged either 13 or 14 ($M = 13.39$, $SD = 0.62$). Due to a low response rate at the level of schools (16.67% of the original sample of schools participated), we deviated from our registered sampling strategy and collected a convenience sample. The schools we visited were situated in the provinces of Zuid-Holland (4 schools), Noord-Brabant (12 schools), Utrecht (3 schools), Gelderland (1 school), and Overijssel (1 school). We visited 35 VWO classes (the highest level of education in the Netherlands), 41 HAVO classes, and 10 HAVO/VWO mixed classes. Gathering of the data took 6 months instead of the planned 3 months. These changes in sampling strategy were needed to obtain a sufficiently large data set. Changes were discussed and approved by the editor of CRSP. In the Discussion section, we will consider how these alterations in design could have influenced the results.

As decided a priori, we removed students having more than 30% missing data on the math test. This left us with data from $N = 2067$ students. Three more students were removed because they did not mark their gender, so our final data set consisted of $N = 2064$ students. Because students were usually quiet during test administration and classes were never late, we did not need to remove entire classes. Some classes were somewhat noisy or appeared less concentrated, and some students appeared not to take
the study seriously by looks of their booklets (e.g. showing very clear aberrant answering patterns on the math test like aaaaa9aaaaaaaaaaaaaa, or making remarks in the comment section that implied they did not take the test seriously). In the section Exploratory analyses, we report results after removing data from these students and classes.

**Descriptives**

For boys and girls in both conditions, Table 3 provides the means, standard deviations, and sample sizes for the main dependent variable guess corrected math performance, and for sum scores on the moderators math anxiety (scale ranging from 10 to 50), domain identification (scale ranging from 12 to 60) and gender identification (scale ranging from 4 to 20). Moreover, this table includes the number correct, the number of items unanswered on the math test, and accuracy score (the number correct divided by the number attempted) to give a complete overview of math test performance. Note that scores on the Math Anxiety Scale were low on average and positively skewed. Scores on the domain identification scale were below the midpoint of the scale as well However, the large-scale TIMSS 2003 survey showed that such scores below the midpoints of the relevant scales are also common for Dutch students in TIMMS (Martin, Gonzalez, & Chrostowski, 2003). As such, low scores on the current domain identification scale are not out of the ordinary. Table B1 in the Online Supplemental Material reports the proportions of gender stereotypes held by boys and girls, pooled over experimental conditions. For boys, the option “boys are better” was most popular, but the proportions for “girls are better” and “equally good” were selected almost as often. For girls, the most popular statement was “equally good” closely followed by “girls are better”, whereas a much smaller group of girls selected “boys are better”. Cronbach’s α for all scales and the math test are reported in Table 4, together with effect size Cohen’s d to illustrate differences between groups.

Reliabilities for the scales were acceptable (gender identification) to high (domain identification, math anxiety). The lower reliability estimate of the scale gender identification is probably due to the (short) length of the scale. Moreover, a considerable number of students indicated that they found the gender identification scale somewhat confusing, so we will be cautious with the interpretation of results with this scale. In the Appendix, we fitted a graded response model to the three psychological scales to assess the psychometric qualities of those scales in more detail. Reliability of the math test might be compromised due to the relative homogeneity of the sample (as we tried to select a group of highly identified students).

**Pre-registered analyses**

**Manipulation check**

Overall, 91% of the students answered the read check correctly (“In what year was this mathematics test studied before?”), indicating that a large majority of the students read the introduction to the math test. Moreover, 84% of all students answered the manipulation check correctly (“Did boys and girls perform equally on the math test?”). The option “yes, there were differences between boys and girls” was selected more often by students
Table 3. Averages and standard deviations for math performance (scored in several ways), missing values, math anxiety scale, domain identification, and gender identification.

<table>
<thead>
<tr>
<th></th>
<th>Guess corrected</th>
<th>Number correct</th>
<th>Accuracy</th>
<th>Missing</th>
<th>M.A.</th>
<th>D.I.</th>
<th>G.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Girls-ST</td>
<td>9.10 (3.91)</td>
<td>11.41 (3.10)</td>
<td>0.60 (0.15)</td>
<td>0.87 (1.59)</td>
<td>19.45 (8.41)</td>
<td>33.90 (8.88)</td>
<td>12.73 (2.72)</td>
</tr>
<tr>
<td>Girls-C</td>
<td>9.31 (3.93)</td>
<td>11.61 (3.12)</td>
<td>0.60 (0.15)</td>
<td>0.70 (1.45)</td>
<td>18.98 (8.27)</td>
<td>34.12 (8.50)</td>
<td>12.86 (2.80)</td>
</tr>
<tr>
<td>Boys-ST</td>
<td>10.63 (3.99)</td>
<td>12.67 (3.13)</td>
<td>0.65 (0.16)</td>
<td>0.51 (1.21)</td>
<td>17.09 (7.82)</td>
<td>35.96 (8.86)</td>
<td>13.67 (2.93)</td>
</tr>
<tr>
<td>Boys-C</td>
<td>10.71 (3.97)</td>
<td>12.72 (3.13)</td>
<td>0.65 (0.15)</td>
<td>0.58 (1.28)</td>
<td>16.74 (7.73)</td>
<td>35.64 (9.24)</td>
<td>13.23 (2.91)</td>
</tr>
</tbody>
</table>

Table 4. Cohen’s $d$, Cronbach’s $\alpha$, greatest lower bound, skewness, and kurtosis.

<table>
<thead>
<tr>
<th></th>
<th>Guess corrected</th>
<th>Number correct</th>
<th>Accuracy</th>
<th>M.A. (95% C.I.)</th>
<th>D.I. (95% C.I.)</th>
<th>G.I. (95% C.I.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen’s $d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STgirls-Cgirls</td>
<td>$-0.05 (-0.18, 0.07)$</td>
<td>$-0.07 (-0.19, 0.06)$</td>
<td>$-0.03 (-0.15, 0.09)$</td>
<td>$0.06 (-0.07, 0.18)$</td>
<td>$-0.03 (-0.15, 0.10)$</td>
<td>$-0.05 (-0.17, 0.07)$</td>
</tr>
<tr>
<td>STboys-Cboys</td>
<td>$-0.02 (-0.14, 0.10)$</td>
<td>$-0.02 (-0.14, 0.11)$</td>
<td>$-0.03 (-0.15, 0.09)$</td>
<td>$0.05 (-0.08, 0.17)$</td>
<td>$0.03 (-0.09, 0.16)$</td>
<td>$0.15 (0.02, 0.27)$</td>
</tr>
<tr>
<td>Girls-Boys</td>
<td>$-0.37 (-0.46, -0.28)$</td>
<td>$-0.38 (-0.48, -0.29)$</td>
<td>$-0.35 (-0.44, -0.35)$</td>
<td>$0.29 (0.20, 0.37)$</td>
<td>$-0.20 (-0.29, -0.11)$</td>
<td>$-0.23 (-0.14, -0.32)$</td>
</tr>
<tr>
<td>Greatest lower bound</td>
<td>$-0.66$</td>
<td>$-0.93$</td>
<td>$-0.91$</td>
<td>$0.67$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cronbach’s $\alpha$</td>
<td>$-0.59$</td>
<td>$-0.92$</td>
<td>$-0.86$</td>
<td>$0.55$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skewness</td>
<td>$-0.19$</td>
<td>$-0.19$</td>
<td>$-0.24$</td>
<td>$1.33$</td>
<td>$0.07$</td>
<td>$-0.06$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$2.58$</td>
<td>$2.55$</td>
<td>$2.61$</td>
<td>$4.50$</td>
<td>$2.60$</td>
<td>$3.32$</td>
</tr>
</tbody>
</table>

M.A. = math anxiety, D.I. = domain identification, G.I. = gender identification. The greatest lower bound (GLB) is calculated as the maximum value of three different estimation methods of the greatest lower bound with package “psych” in R.
in the ST condition \((N = 834)\) than students in the control condition \((N = 41)\), and the option “no, there were no differences between boys and girls” was selected more often by students in the control condition \((N = 898)\) than students in the ST condition \((N = 72)\), \(\chi^2(1) = 1418.4, p < .001\); students who answered “Don’t know” \((N = 205)\) or failed to answer this question \((N = 14)\) were excluded from this analysis). In the section Sensitivity analyses, we consider the influence on our main results after removing students who incorrectly answered the read check and/or the manipulation check.

Frequentist approach
A first analysis showed that there are significant differences between classes in guess corrected math performance \((F(85, 1978) = 6.847, p < .001)\). Because of these differences (and following our pre-registration), we used multilevel analysis instead of a standard 2 \(\times\) 2 ANOVA.

We carried out a sequential multilevel regression analysis, in which we added (clusters of) variables in a stepwise fashion. The model that includes all variables equals the model we pre-registered. The results are given in Table 5. The random intercept model highlights considerable variation due to differences between classes, with a sizable ICC coefficient of \(\hat{\rho} = .192\). Adding gender as a predictor variable resulted in a better model compared to the random intercept model, pointing to a significant gender gap with boys outscoring girls. Adding the main effect of stereotype threat (Model 2), the interaction effect of gender and stereotype threat (Model 3), and the class-level variables gender of the present teacher and proportion of boys in the classroom (Model 4) did not result in a significant improvement in model fit. Fit criteria AIC and BIC were lowest for Model 2, thereby confirming that the model with only gender showed the best fit.

To see whether students performed differently on the difficult or easy items, we ran the same models using the (guess corrected) easiest 10 items, and the most difficult 10 items (guess corrected). We observed the same pattern of results when we solely analyzed the easy items, and when we solely analyzed the difficult items, i.e. Model 2 showed the best fit. The results of these analyses can be found in Table B2 in the Online Supplemental Material.

Bayesian approach
We calculated default Bayes factors to quantify the evidence for the four competing hypotheses in Table 1. Parameters were estimated in R package “lme4”, taking the multilevel structure of the data into account. No other variables were included in this model. The default Bayes factors were calculated using software package BaIn (Gu et al., 2018), and they are reported in Table 6. Note that BaIn provides Bayes factors for each of the four hypotheses against an unconstrained (reference) hypothesis, denoted by \(H_u\). Subsequently using the transitivity property of the Bayes factor, these Bayes factors were used to compute the Bayes factors between the key hypotheses \(H_0, H_1, H_2,\) and \(H_c\). We found most evidence for the specified null hypothesis \(H_0\) that a stereotype threat does not exist. Comparing \(H_0\) to the competing hypotheses \(H_1, H_2,\) and \(H_c\) showed clear support for the former hypothesis. There is strong evidence for \(H_0\) (i.e. the null hypothesis of no threat effect) against \(H_1\) (i.e. the stereotype threat hypothesis) and very strong evidence for \(H_0\) against \(H_2\) (i.e. the stereotype threat and stereotype lift hypothesis) and for \(H_0\) against \(H_c\) (i.e. the complement hypothesis). Assuming equal prior probabilities
Table 5. Main analyses: fit measures, deviance, unstandardized regression coefficients, and variance components for models without moderators.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fixed effect</th>
<th>Random part</th>
<th>Deviance ($D_p - D_c$) (df)</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (S.E.)</td>
<td>t</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 0</td>
<td>9.97 (0.20)</td>
<td>48.74</td>
<td>Level-two variance</td>
<td>3.04</td>
<td>11,312.1</td>
</tr>
<tr>
<td></td>
<td>Level-one variance</td>
<td>13.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Level-one variance</td>
<td>12.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>10.73 (0.22)</td>
<td>48.70</td>
<td>Level-two variance</td>
<td>3.07</td>
<td>11,226.8 (85.3)* (1)</td>
</tr>
<tr>
<td>Gender</td>
<td>−1.52 (0.16)</td>
<td>−9.33</td>
<td>Level-one variance</td>
<td>12.44</td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>10.76 (0.23)</td>
<td>45.96</td>
<td>Level-two variance</td>
<td>3.07</td>
<td>11,226.7 (0.1) (1)</td>
</tr>
<tr>
<td>Gender</td>
<td>−1.52 (0.16)</td>
<td>−9.34</td>
<td>Level-one variance</td>
<td>12.45</td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>−0.06 (0.16)</td>
<td>−0.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>10.80 (0.25)</td>
<td>43.63</td>
<td>Level-two variance</td>
<td>3.07</td>
<td>11,226.4 (0.3) (1)</td>
</tr>
<tr>
<td>Gender</td>
<td>−1.60 (0.23)</td>
<td>−7.07</td>
<td>Level-one variance</td>
<td>12.44</td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>−0.14 (0.22)</td>
<td>−0.64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST × Gender</td>
<td>0.16 (0.31)</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 4</td>
<td>10.10 (0.71)</td>
<td>14.18</td>
<td>Level-two variance</td>
<td>3.01</td>
<td>11,224.8 (1.6) (3)</td>
</tr>
<tr>
<td>Gender</td>
<td>−1.61 (0.23)</td>
<td>−7.11</td>
<td>Level-one variance</td>
<td>12.44</td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>−0.14 (0.22)</td>
<td>−0.64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST × Gender</td>
<td>0.16 (0.31)</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prop. gender</td>
<td>0.92 (1.26)</td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender teacher.d1</td>
<td>0.38 (0.42)</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender teacher.d2</td>
<td>0.95 (1.41)</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AIC = Akaike information criterion; BIC = Bayesian information criterion. Gender is dummy coded with males being the reference group. ST is dummy coded with the control group being the reference group. Gender of the teacher is dummy coded, with male teachers being the reference group, dummy 1 for female teachers and dummy 2 for both female and male teachers. The difference in deviance between the previous model ($D_p$) and the current model ($D_c$) is given in brackets, and is $\chi^2$ distributed. Models are fit with maximum likelihood estimation.
Table 6. Bayes factors for competing hypotheses.

<table>
<thead>
<tr>
<th></th>
<th>$H_0$</th>
<th>$H_0$</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$ (No threat hypothesis)</td>
<td>BF $(H_0, H_0) = 563.080$</td>
<td>–</td>
<td>BF $(H_0, H_1) = 28.177$</td>
<td>BF $(H_0, H_2) = 1,144.472$</td>
<td>BF $(H_0, H_C) = 481.677$</td>
</tr>
<tr>
<td>$H_1$ (Stereotype threat hypothesis)</td>
<td>BF $(H_1, H_0) = 19.984$</td>
<td>BF $(H_1, H_0) = 0.035$</td>
<td>–</td>
<td>BF $(H_1, H_2) = 40.618$</td>
<td>BF $(H_1, H_C) = 17.095$</td>
</tr>
<tr>
<td>$H_2$ (Stereotype threat and stereotype lift hypothesis)</td>
<td>BF $(H_2, H_0) = 0.492$</td>
<td>BF $(H_2, H_0) = 0.001$</td>
<td>BF $(H_2, H_1) = 0.025$</td>
<td>–</td>
<td>BF $(H_2, H_C) = 0.421$</td>
</tr>
<tr>
<td>$H_C$ (Complement hypothesis)</td>
<td>BF $(H_C, H_0) = 1.169$</td>
<td>BF $(H_C, H_0) = 0.002$</td>
<td>BF $(H_C, H_1) = 0.058$</td>
<td>BF $(H_C, H_2) = 2.376$</td>
<td>–</td>
</tr>
</tbody>
</table>

$BF = $ Bayes factor.
for the hypotheses (i.e. hypotheses are equally likely a priori), we calculated posterior probabilities: \( P(H_0|x) = .963 \), \( P(H_1|x) = .034 \), \( P(H_2|x) = .001 \), and \( P(H_c|x) = .002 \), which can be interpreted as the probabilities that a hypothesis is true after observing the data. Similarly, as with the Bayes factors, the posterior probabilities show strong evidence in favor of the null hypothesis of no stereotype threat effect in these data.

**Moderators**

For all three moderators (math anxiety, domain identification, and gender identification), we carried out a series of multilevel analyses, starting with a simple random intercept model, to which we added the following terms in a stepwise fashion: (Model 1) the moderating variable, (Model 2) gender, (Model 3) experimental condition, (Model 4) two-way interaction effect ST × Gender, (Model 5) three-way interaction ST × Gender × Moderator, including all possible two-way interactions, (Model 6) gender of the teacher and proportion of girls in the classroom. Table 7 provides model comparison and fit indices.

Table 7 shows that adding math anxiety to the model improved fit. Subsequently adding gender to the model improved fit as well. Adding more variables such as the experimental condition or the interactions did not improve fit. In Table 8, we report regression parameters for the best fitting model per moderator variable. We still see a negative effect of gender, indicating that (controlled for math anxiety) girls performed worse on the math test than boys, and a negative linear effect of math anxiety indicating that (controlled for gender) higher scores on math anxiety were associated with lower scores on the math test. The same pattern emerged for domain identification; adding domain identification to the random intercept improved fit, and subsequently adding gender to the model improved fit as well. In this model, gender continued to be a significant predictor, indicating that (controlled for domain identification) girls performed worse on the math test than boys, and a positive linear effect of domain identification indicating that (controlled for gender) higher scores on domain identification were associated with lower scores on the math test. For the variable gender identification, the pattern was different: including gender identification did not improve fit, whereas adding gender to the model did increase model fit.

Because none of the interaction effects of the moderators with the experimental condition and gender were significant, this concludes the main analyses as we described them in our pre-registration. Under the section *Exploratory analyses*, we present a final model in which we included math anxiety, domain identification, and gender and their interaction terms as predictor variables. To ensure valid inferences from this model, we checked and reported results on model assumptions as described by Snijders and Bosker (2012) which can be found in the Online Supplemental Material.

**Sensitivity analyses**

In the first round of sensitivity analyses, we removed all students who either answered the read check or the manipulation check incorrectly. In total, 1596 students remained in this analysis. We re-analyzed the main analyses (i.e. fitting the four models to test the overall effect of ST with all items analyzed), and the three moderator analyses. The results of the main analysis were unchanged in this sensitivity analysis. Specifically, we still found a gender gap-favoring males, and Model 2 turned out to fit the data the best. Results of this sensitivity analysis using this adjusted data set corroborated results from
Table 7. Main analyses: fit statistics and model comparison for moderating variables and stereotype threat.

<table>
<thead>
<tr>
<th></th>
<th>Math anxiety</th>
<th></th>
<th></th>
<th>Domain identification</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$ (df)</td>
<td>$p$</td>
<td>AIC</td>
<td>BIC</td>
<td>$\chi^2$ (df)</td>
<td>$p$</td>
</tr>
<tr>
<td>Model 0 (random intercept)</td>
<td>–</td>
<td>–</td>
<td>11,199</td>
<td>11,216</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Model 1 (moderator)</td>
<td>89.07 (1)</td>
<td>&lt;.001</td>
<td>11,112</td>
<td>11,134</td>
<td>185.10 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Model 2 (Gender)</td>
<td>70.00 (1)</td>
<td>&lt;.001</td>
<td>11,044</td>
<td>11,072</td>
<td>66.28 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Model 3 (ST condition)</td>
<td>0.03 (1)</td>
<td>.86</td>
<td>11,046</td>
<td>11,079</td>
<td>0.56 (1)</td>
<td>.45</td>
</tr>
<tr>
<td>Model 4 (ST × Gender)</td>
<td>0.49 (1)</td>
<td>.49</td>
<td>11,047</td>
<td>11,086</td>
<td>0.36 (1)</td>
<td>.55</td>
</tr>
<tr>
<td>Model 5 (ST × Gender × Moderator)</td>
<td>3.60 (3)</td>
<td>.31</td>
<td>11,050</td>
<td>11,106</td>
<td>5.66 (3)</td>
<td>.13</td>
</tr>
<tr>
<td>Model 6 (class-level predictors)</td>
<td>2.18 (3)</td>
<td>.54</td>
<td>11,053</td>
<td>11,126</td>
<td>1.29 (3)</td>
<td>.73</td>
</tr>
</tbody>
</table>

AIC = Akaike information criterion; BIC = Bayesian information criterion.
Table 8. Unstandardized regression coefficients for models with moderators estimated with ML.

<table>
<thead>
<tr>
<th></th>
<th>Math anxiety</th>
<th>Domain identification</th>
<th>Gender identification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed effect</td>
<td>Random effect</td>
<td>Fixed effect</td>
</tr>
<tr>
<td></td>
<td>Coef.</td>
<td>t</td>
<td>S.E.</td>
</tr>
<tr>
<td>Intercept</td>
<td>10.63</td>
<td>48.55</td>
<td>0.22</td>
</tr>
<tr>
<td>Moder.</td>
<td>-0.09</td>
<td>-8.44</td>
<td>0.01</td>
</tr>
<tr>
<td>Gender</td>
<td>-1.36</td>
<td>-8.44</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Moder. = moderator; Coef. = unstandardized regression coefficient; Lvl = level.
the regular moderator analyses for all three moderators (tables with model comparison statistics are included in the Online Supplemental Material). For the second set of sensitivity analyses, we calculated outlying scores for all the scales we used as moderator variables (i.e. math anxiety, domain identification, and gender identification) according to the MAD–Median rule as we pre-specified in the Methods section. We repeated the moderator analyses without outlying scores on that particular moderator. Again, those analyses corroborated the results from the main analyses (tables with model comparison statistics are included in the Online Supplemental Material).

In registered reports, researchers make decisions regarding the analyses a priori, but unanticipated issues might emerge during the study. We explored the influence of several variables we did not include in our pre-registration, and provide most of these results in the Online Supplemental Material. Including these variables or altering variables (e.g. education level, type of class, presence of the teacher, different scoring of the domain identification scale, different scoring rules for the math test, linear effect of time) did not yield novel important insights. Unsurprisingly, we found that education level of the class predicted math performance. Since these analyses capitalize on chance, their results do not carry the same weight as those from the confirmatory analyses. We do believe these analyses are useful to demonstrate the robustness of the results. We shared all used scripts on OSF (https://osf.io/yt83j/). We included three exploratory analyses in this paper that are in our opinion a valuable complement to our main analyses.

**Exploratory analyses**

To create a final model, we used math anxiety, domain identification, and gender as predictor variables. To obtain the final model, we included math anxiety and domain identification (Model 1), gender (Model 2), the two-way interactions Gender × Math anxiety, Gender × Domain identification and Math anxiety × Domain identification (Model 3), and finally a three-way interaction between the three predictors (Model 4). Model 1 predicted significantly better than the null model ($\chi^2(2) = 210.53, p < .001$), whereas Model 2 outperformed Model 1 ($\chi^2(1) = 60.33, p < .001$) and Model 3 outperformed Model 2 ($\chi^2(2) = 6.75, p = .034$). Model 4 did not predict better than Model 3. We report the regression coefficients for Model 3 in **Table 9**. Model 3 highlighted interaction effects of gender and domain identification, math anxiety, and domain identification. The positive effect of domain identification on math performance turned out to be stronger for girls than for boys. The positive effect of domain identification on math performance was strongest for students who scored lowly on math anxiety (e.g. −1 SD), and least strong for students who scored highly on math anxiety (e.g. +1 SD).

In a second exploratory analysis, we reran the analyses for a subset of highly math-identified students ($N=872$). Students were marked as highly math identified when they obtained a sum score higher than 36 on the domain identification scale (consisting of 12 items). Again, adding the main effect of gender to the model resulted in a significant effect ($\chi^2(1) = 13.65, p < .001$), whereas adding the main effect of ST and the Gender × ST interaction did not result in a significant improvement of the model ($\chi^2(2) = 0.27, p = .876$).

Finally, we included a third exploratory analysis in which we ran the model again for a subset of students whose parents were both born in the Netherlands ($N=1788$).
Table 9. Final model: unstandardized regression coefficients and variance components for final model.

<table>
<thead>
<tr>
<th>Fixed effect</th>
<th>Coefficient (S.E.)</th>
<th>t</th>
<th>Random part</th>
<th>Variance component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>10.520 (0.213)</td>
<td>49.33</td>
<td>Level-two variance</td>
<td>2.816</td>
</tr>
<tr>
<td>Gender</td>
<td>−1.253 (0.158)</td>
<td>−7.94</td>
<td>Level-one variance</td>
<td>11.094</td>
</tr>
<tr>
<td>Domain identification</td>
<td>0.078 (0.013)</td>
<td>6.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math anxiety</td>
<td>−0.058 (0.015)</td>
<td>−3.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender × Domain identification</td>
<td>0.046 (0.019)</td>
<td>2.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender × Math anxiety</td>
<td>0.001 (0.020)</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math anxiety × Domain identification</td>
<td>−0.004 (0.001)</td>
<td>−3.66</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Gender is dummy coded with males being the reference group. ST is dummy coded with the control group being the reference group. Domain identification and math anxiety are grand mean centered. Models are fit with maximum likelihood estimation.

Rerunning the models in this subset of students gave similar results as for the main analysis with all students included: adding the main effect of gender to the model resulted in a significant effect ($\chi^2(1) = 89.96, p < .001$), whereas adding the main effect of ST and the Gender × ST interaction did not result in a significant improvement of the model ($\chi^2(2) = 1.13, p = .568$). This indicates that the absence of evidence for the stereotype threat effect is unlikely to be due to negative stereotypes related to minority status.

Discussion

In this high-powered stereotype threat study, we investigated whether a common stereotype threat manipulation influenced the mathematical test performance of girls and boys in Dutch high schools. Through a series of analyses, we conclude that our data show no evidence of performance decrements due to the stereotype threat manipulation. A series of sensitivity analyses supports the robustness of our findings. Based on the default Bayes factors we conclude that there is strong evidence in favor of the null hypothesis of no stereotype threat when compared to the stereotype threat hypothesis, the stereotype threat/stereotype lift hypothesis, and the complement hypothesis. We found sizeable variation in performance between classes, partly due to the fact that we tested classes from the highest educational level (VWO), the second highest educational level (HAVO), and mixed educational levels (HAVO/VWO). Furthermore, we found that variables domain identification and math anxiety were all significant predictors of math ability. Additionally, we found a gender gap on the on math test, with boys outperforming girls. A final exploratory model described the interaction effects between the three predictors. Because we did not preregister this model, and the model was not the main focus of this paper (i.e. studying stereotype threat effects), we refrain from discussing it in more detail. Although individual differences in domain identification, math anxiety, and gender identification were expected by theory to affect susceptibility to stereotype threat, we failed to find evidence that these variables moderated stereotype threat effects in the current data.
There are several potential explanations for the lack of a stereotype threat effect in our sample. We now discuss several potential explanations for this, based on whether effects generalize over units (participants), treatment variations, outcome measures, and settings (e.g. Shadish, Cook, & Campbell, 2002).

First, our current sample of high school students might not be representative of the wider population of high-performing high school students in the Netherlands. Because circumstances forced us to use convenience sampling instead of random sampling, our sample might not be completely representative of the population of students we wanted to study (we defined our original population as all HAVO/VWO students from schools with mixed HAVO/VWO classes in the provinces Utrecht, Zuid-Holland, and Noord-Brabant). For instance, 11 of the schools were situated in villages, and only 10 were situated in (overall small- to medium-sized) cities. Because large cities are under-represented in our sample, and schools situated in cities probably educate students with more diverse (ethnic) backgrounds, this might have led to selection bias. However, in gender stereotype threat studies, students from a minority background are often removed from the analyses, using the argument that the gender gap in mathematics appears only for Caucasian students (e.g. Johns et al., 2005). If anything, the lack of diversity should boost a stereotype threat effect instead of suppressing it. We sampled from a range of schools from different parts of the country. Given the relative homogeneity of quality and curricula across schools in the Netherlands, we used a reasonably broad sample that does attest to the generalizability of the stereotype threat effect across the Netherlands. With an exploratory analysis, we did check whether the stereotype threat effect appeared when we solely analyzed a subset of students whose parents were both born in the Netherlands. The results for this exploratory analysis were similar to the main results, so we are confident that the stereotype threat effect was not suppressed by other negative stereotypes related to country of origin.

Second, it is possible that the students in our sample lack characteristics that are needed for stereotype threat to occur, including the belief in gender stereotypes or identification with the math domain. It might be that a large share of students in our sample did not believe the stereotype that boys are typically better in mathematics than girls. When we inquired whether boys or girls usually performed better on math tasks, only a small portion of the girls answered that boys appeared to be better. However, re-analyzing the data for girls who believed that boys usually outperform girls did not change the results. Moreover, past research showed that even in the absence of explicit stereotypical beliefs amongst 13-year-old students, stereotype threat effects can be found (Muzzatti & Agnoli, 2007). Steele (1997) remarked that students do not need to believe the stereotype themselves for stereotype threat to occur. Additionally, although we selected high-performing high school students, not all students might have been highly identified with the math domain. Yet, when we added a three-way interaction (Gender × Stereotype threat × Domain identification), we found no evidence for a stronger stereotype threat effect for students that scored higher on the domain identification scale. Moreover, re-analyzing a subset of students that were highly math identified did not result in a stereotype threat effect either.

Third, our chosen manipulation of stereotype threat could have been ineffective. However, we used a manipulation that had been commonly (and successfully) used in previous stereotype threat studies (e.g. Keller & Dauenheimer, 2003; Picho & Stephens,
Our manipulation check showed that most students read and remembered the description of the math test, and when we removed students that answered the manipulation check incorrectly the results did not change substantively. As such, we have little reason to doubt the effectiveness of the manipulation.

Fourth, there might be issues with the outcome measure used in our study. It could be that the selected math test did not elicit any threat, for instance because the wrong types of items were used or because the test was too easy. However, we selected math items from TIMSS 2003, which is a math test that has been used before in stereotype threat testing in which stereotype threat effects were found (Keller, 2007a; Keller & Dauenheimer, 2003). We carefully selected a set of geometry items on purpose because women tend to underperform in this topic. Group averages of the items answered correctly ranged between 57% (for girls in the stereotype threat condition) and 64% (for boys in the control condition), which admittedly is not the most difficult test, but does reflect a realistic testing situation. Moreover, we did not find a stereotype threat effect when we re-analyzed the data with a subtest of the 10 most difficult items. With item analysis, Item Response Theory Modeling and Differential Item Functioning analyses we could describe the influence of stereotype manipulation on an item level in more detail, but these analytic techniques are beyond the scope of this paper (see Flore (2018) for an elaborate psychometric analysis on stereotype threat data). Finally, reliability of the math test was somewhat low, which might be caused by the relative homogeneity of the sample (as we tried to select a group of highly identified students). Controlling for disattenuation did not change our conclusions with regard to the stereotype threat effect (see footnote 5).

Fifth, the setting could have been insufficiently threatening for stereotype threat effects to occur, while the control condition might not have been sufficiently safe (i.e. devoid of threat) for girls to perform well. Specifically, if stereotype threat is not sufficiently removed in the control condition, no differences in math performance between the stereotype threat condition and the control condition are expected because both groups will experience threat (Spencer et al., 2016). To avoid this problem, we selected a control condition in which we clearly presented the mathematics test as gender fair: a safe condition that has been successfully implemented in the past (Good, Aronson, & Harder, 2008; Keller, 2007a; Keller & Dauenheimer, 2003). We note that our manipulation check provided reassurance that most students in the control condition recalled the test as gender fair, which should have successfully alleviated the effects of negative gender stereotypes.

Furthermore, there is a possibility that students did not feel motivated to perform well on the math test, because the stakes were not high enough for the students. Because the math test was not graded as part of the regular curriculum, students might not have tried as hard as they would on a regular math exam. Even though this explanation might sound plausible, experimental stereotype threat studies are rarely carried out in high-stakes environments because of ethical implications and practical constraints (Sackett, 2003). A handful of studies tried to study effects of stereotype threat in a high-stakes testing context by placing a fairly subtle manipulation before taking actual placement tests (Stricker & Ward, 2004), or by offering financial rewards for correctly answered items (Fryer, Levitt, & List, 2008). In those studies, stereotype threat effects were absent or negligible. Some authors argued that stereotype threat effects did...
not occur in those settings, or the effects in those settings were not as large compared to lab studies, because it is (theoretically) impossible to create a stereotype threat safe condition on high-stakes tests. This might have caused all girls to underperform, regardless of condition (Aronson & Dee, 2012; Spencer et al., 2016; Steele, Spencer, & Aronson, 2002). Other authors responded it is just as plausible that women in stereotype threat conditions might be less motivated to perform well on a low stakes test, whereas they are able to overcome this motivational effect on high-stakes tests (Sackett & Ryan, 2012). Because high-stakes tests have not shown convincing stereotype threat effects, and a substantial number of low stakes test did yield evidence for stereotype threat effects, we are not convinced that the lack of a stereotype threat effect in our current study is caused by the absence of high stakes attached to test performance.

Finally, it might be possible that the stereotype threat manipulation simply does not influence Dutch children. Even though stereotype threat effects have been found among Dutch college students (Marx et al., 2005; Wicherts, Dolan, & Hessen, 2005) and among students aged 12–16 in Italy, France, Uganda, Spain, and Germany (Delgado & Prieto, 2008; Huguet & Régner, 2007, 2009; Keller & Dauenheimer, 2003; Muzzatti & Agnoli, 2007; Picho & Stephens, 2012), there is a possibility that our studied population is not sufficiently affected by stereotype threat. For the discrepancy with past results, we can think of potential cross-cultural explanations (i.e. in Dutch society this gender stereotype has little influence on test performance), statistical explanations (i.e. a Type II error occurring), generational explanations (i.e. this generation of students is no longer sensitive to stereotype threat) or other yet unknown theoretical explanations that should be tested in later meta-analyses and randomized experiments. Post hoc, it is difficult to judge which explanation is the right one. We are convinced that we carried out a powerful and well-designed experiment. Our experiment mirrors many of the past stereotype threat studies with positive results in terms of setting, type of test, and stereotype threat manipulation, and our study is clearly superior to those earlier studies in terms of statistical power.

Our findings are not surprising given diverging results of earlier studies of stereotype threat in classroom settings. Results of past studies have been heterogeneous (see Flore & Wicherts, 2015 for an overview), with some studies finding large effects for specific groups (e.g. Muzzatti & Agnoli, 2007) and others finding no stereotype threat effect at all (e.g. Cherney & Campbell, 2011; Ganley et al., 2013). Because the divergence in earlier findings is not readily explainable in terms of theoretically driven moderators, but does match the pattern expected from publication bias in meta-analyses (Flore & Wicherts, 2015), several authors have suggested that publication bias and other related biases affect the literature on stereotype threat (Flore & Wicherts, 2015; Ganley et al., 2013; Stoet & Geary, 2012). Because of the severity of biases due to the flexibility in analyzing relatively small experiments (e.g. see Bakker, van Dijk, & Wicherts, 2012) and a common failure to report at least some experimental results, meta-analyses based on currently available stereotype threat studies fail to paint an accurate picture of the generalizability of stereotype threat among girls.

Now that we have a rich theoretical background of stereotype threat (Inzlicht & Schmader, 2012; Schmader, Johns, & Forbes, 2008; Spencer et al., 2016), it might be time to rigorously study effects of stereotype threat in future confirmatory studies. Direct replications in several contexts, with proper prior power analysis
and a pre-registered methods section and analyses specified in advance, will give us a better understanding of the actual influence of stereotype threat on math performance. With registered reports and other pre-registered studies, we can systematically answer questions concerning the boundary conditions of stereotype threat: for what type of students do stereotype threat effects emerge, in which cultures, in which age groups, and on what topics do the effects occur? Once the boundary conditions in those studies are clear (e.g. if only extremely high domain identified women underperform on extremely difficult tests), we might wonder whether gender stereotype threat is as important as previously claimed, and reconsider whether we should implement general interventions to counter it (Jordan & Lovett, 2007; Walton, Spencer, & Erman, 2013). Either way, the current large-scale study does show that the effects of stereotype threat on math test performance should not be overgeneralized.

With this study, we started an effort to testing stereotype threat effects in a confirmatory fashion using a meticulous design. Other efforts to improve the replicability of stereotype threat studies, like high powered studies (Smeding, Dumas, Loose, & Régner, 2013; Stricker & Ward, 2004), additional pre-registered replication studies (Finnigan & Corker, 2016; Gibson et al., 2014; Moon & Roeder, 2014) are now starting to appear. We hope this trend will continue in the future, and might extend to other exciting formats like adversarial collaborations to replicate some of the original stereotype threat findings. Not only are collaborations useful to design studies with combined input of researchers with different kinds of expertise, they additionally simplify the work because multiple parties need to gather data, sharing the burden of acquiring a large sample. The advantages of large multi-lab (replication) studies are numerous: results are often more robust than results from a small study, power to find a significant stereotype threat is higher, and generalizability of stereotype threat effects across labs and cultures can be studied systematically. Such efforts shed light on the nature of stereotype threat and can help ameliorate its potential effects on women’s academic performance in fields in which they are still faced with negative stereotypes.

Notes

1. This was the case for the majority of classrooms. We encountered one classroom solely consisting of girls.

2. Although some studies suggest that math performance of women will deteriorate to a stronger degree when male experiment leaders run the study (Marx & Roman, 2002), a recent meta-analysis showed that differences in effect sizes between studies run by female experiment leaders and studies run by male experiment leaders are negligible (Doyle & Voyer, 2016). Based on this finding, we felt confident to have our study run by a female experiment leader.

3. First, for the manipulation in the pilot we used the sentence “The most recent study carried out in 2012 showed that boys and girls do not perform equally on this mathematics test”. To ensure the children read the manipulation carefully, we altered the manipulation for the main study to the sentence mentioned in the section Procedure. Second, we originally planned 25 min for the mathematics test, but most children were finished before 20 min were up, and started to become restless. Therefore, we changed the amount of time for the mathematics test to 20 min. Third, we used a test anxiety scale (Arvey, Strickland, Drauden, & Martin, 1990)
in our pilot as potential moderator, but replaced it with a Math Anxiety Scale for the main study (Prieto & Delgado, 2007).

4. Walton and Cohen (2003) observed that members of positively stereotyped groups performed slightly better on the stereotype relevant task when confronted with negative stereotypes about an out-group, a phenomenon they named stereotype lift.

5. We can calculate a disattenuated effect size taking this low reliability estimate of the test into account (Hedges & Olkin, 1985), comparing math performance of girls in the stereotype threat condition to performance of girls in the control condition. This would lead to a disattenuated stereotype threat effect size of 

\[ d = \frac{\bar{d}}{\sqrt{\rho_{yy}}} = \frac{-0.07}{\sqrt{.59}} = -0.09 \]

This does not change our conclusion that the stereotype threat effect in our sample is very small.

6. Because of privacy issues, we were not allowed to publish the full data. The data set is stored on DataverseNL. Researchers can request our data set through DataverseNL. We provided more information on the data-sharing procedure in the document “Data sharing” on OSF (https://osf.io/yt83j/).

7. Using higher cutoff criteria of 42 and 48 to create the subset led to similar results.

Acknowledgments

We thank Robbie van Aert, Marcel van Assen, Hilde Augusteijn, Marjan Bakker, Chris Hartgerink, Michèle Nuijten, Pieter Oosterwijk, and Coosje Veldkamp for their valuable comments on an earlier draft of this paper. Additionally, we would like to thank all high school teachers and students involved in this study for their collaboration. Finally, we are indebted to Charlotte, Chris, Eda, Iris, Marion, Marloes, Maud, Myrthe, Pleun, Sofie, Tara, Tessa, and Zhané for their invaluable help in collecting the data.

Funding

This work was supported by the Netherlands Organization for Scientific Research (NWO) under Grant 016-125-385 and under Grant 406-12-137.

References


Sackett, P. R., & Ryan, A. M. (2012). Concerns about generalizing stereotype threat research findings to operational high-stakes testing. In M. Inzlicht & T. Schmader (Eds.), *Stereotype threat* (pp. 249–263). New York, NY: Oxford University Press.


