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Modeling the evolution of interaction behavior in social networks: a dynamic relational event approach for real-time analysis

1. Introduction

There has been an increasing interest in understanding how social, biological, or information networks evolve [1-15]. An observation of the network at a specific time \( t \) represents a state of the network from which a researcher can meaningfully calculate network density, centralization, clustering, et cetera. The study of the dynamics of such networks is typically based on a (small) number of snapshots of the network. These snapshots are then used to create models to estimate transition probabilities between states and to derive statistics that follow from these transition rates or that can, themselves, drive these transitions. Statistical models for analyzing such networks have become mathematically and computationally advanced and flexible to understand complex dynamic relationships between actors [16-20].

In the present study, we will focus on a specific type of networks: networks of event streams. Network streams are also known as time-ordered networks [21]. These networks are not (necessarily) characterized by stable edges, but consist of edges that are constantly activated and terminated in real time. Examples of such networks include networks of email messaging, networks of ball passing during a football match, networks of information sharing among police agencies, networks of violent interaction among gangs, networks of ants interacting with each other through their antennas, or networks of chimpanzees grooming each other. Such networks are driven by a constant flow of events where none of these events by itself characterizes the network state at any point in time. This is why the statistical models mentioned above are not suitable to understand how these dynamic networks evolve.

The goal of this paper is to present a methodology for analyzing relational event streams to improve understanding of when, how, and why social interaction behavior changes over time. The methodology builds on the relational event modeling framework of Butts [22], which we extend in several ways. As a first extension, we propose a moving window technique to investigate how drivers of relational events (e.g., reciprocity or nodal characteristics) change over time. Because interaction behavior often changes over time, the best fitting model to explain interaction behavior will often also vary over time. To get a better understanding of which model captures the data best at different points in time and to see how statistical evidence between competing statistical models changes, we propose to use an approximate Bayes factor. Bayes factors translate to posterior probabilities that quantify how plausible each model is given a set of competing models at a certain point in time. This approach results in a simple summary statistic of which model best captures interaction behavior at different time points, and how much better it does at fitting the data than competing models.

The network in the current study consists of employees of a consultancy firm who send emails about innovation projects and ideas about innovation activities to each other over the span of an entire year. At the global level, these messages create an evolving global network structure of email exchange that reflects how employees exchange information by email within this organization. This global structure is driven by the activity of the various nodes (i.e., employees) within the network, as each employee has individual control over when and to whom to send their messages. As a result, the global dynamics of the email network result from the local temporal dynamics among the dyads in the network. Vice versa, the global structure can affect the local dynamics in turn. Hence, these networks form
self-organizing systems of interacting local and global dynamics [23-30]. This topic fits especially with the ideas of “complexity matching” and “management of small teams,” which are two of the core topics in this special issue [31]. In line with the theme of the special issue, the objective of the current paper is to propose a statistical approach to analyze how interactions at a local (i.e., dyadic) level shape interaction dynamics at the global level (i.e., at the level of the firm), and vice versa. A full-fledged study of the dynamics of the email network in this firm is beyond the scope of the paper; rather we provide an insight into some of the drivers of the interaction and illustrate how our approach can be applied to study temporal dynamics in networks of relational event streams.

We organize the paper as follows. In Section 2 the relational event model is described together with a moving window to capture network dynamics. Next, the usage of the model is illustrated using empirical data of email messages in Section 3. In Section 4 it is explained how to compute statistical evidence using the Bayes factor and posterior model probabilities. Section 5 then shows statistical evidence between competing models changes over time in the email network. Finally, the paper ends with some concluding remarks in Section 6.

2. Relational event modeling

The type of network we model is built up by sequences of interactions, called relational events, between a sender and a receiver at observed points in time. For each email sent, the event includes who is the sender, who is (are) the receiver(s), and at exactly what time the message was sent. Such events constitute a network of directional ties.

This tuple [sender, receiver, time] can easily be extended by including additional characteristics of the event—the content type of the message, its length, its sentiment, etc—but here we will limit ourselves to the tuple [sender, receiver, time]. With current technological developments, it is quite easy to collect sequences of these relational events. Much interaction in modern society occurs through communication technology (e.g., email) leaving easily harvestable digital traces about senders, receivers, and timing. Because these data contain information about relational events in continuous time, such data can potentially tell us how fast/slow teams operate, why and when it speeds up or slows down, how the past affects the future, and how (quickly) social order evolves.

Our statistical approach is an extension of the Relational Event Model (REM) [4, 22, 32], which in itself is an extension of a survival model with time-varying covariates [33-36]. In the REM framework, the time until the next relational event is modeled using an exponential distribution where the rate parameter, denoted by \( \lambda \), is the sum of the rate parameters defined over all possible directed pairs of possible senders and receivers, i.e., \( \sum_{s',r',t'} \lambda(s', r', t') \). The probability that the next event, after the one that occurred at time \( t \), occurs between sender \( s \) and receiver \( r \) is then given by

\[
\frac{\lambda(s, r, t)}{\sum_{s',r',t'} \lambda(s', r', t')},
\]

which follows a multinomial distribution. The rate parameter of every directed dyad \( (s, r) \) at time \( t \) depends on endogenous variables and exogenous variables using a log linear function and the current time. The endogenous variables summarize the information of the past event stream up to \( t \). For an email network, endogenous variables could for instance include the number of messages a particular person has received until \( t \) (reflecting whether the person is a popular receiver), the number of messages the person sent until \( t \) (reflecting whether a person is an active sender), the proportion of messages from \( s \) to \( r \) that are subsequently forwarded to person \( v \) (which might make it tempting for \( s \) to skip sending to \( r \) in the future and send to \( v \) directly). Exogenous variables summarize the external characteristics that affect network dynamics. Examples include the sender’s hierarchical level (e.g., low, medium, high), a person’s location (e.g., which building), a person’s job
type (e.g., consultant, auditor, support staff), gender (male, female). Exogenous variables can be vertex-specific (e.g., a person’s hierarchical level) or dyad-specific (e.g., the difference in hierarchical level between a sender and a receiver). An overview of variables that can drive the rates at which events occur in event networks is given in [4].

For example, if the sending rate of emails within a given directed dyad is assumed to depend on 1) the hierarchical difference between sender and receiver (in certain working cultures communication mainly goes either bottom-up or top-down), 2) whether sender en receiver work in the same field (two employees who are both consultants may have a stronger tendency to share information than a consultant and a person working in tax), and 3) whether the sender received information from the receiver in the past (reciprocity), the rate function would be modeled as:

$$\log \lambda(s, r, t) = x_{\text{hierarchical\_diff}}(s, r) \times \beta_{\text{hierarchical\_diff}} + x_{\text{same\_field}}(s, r) \times \beta_{\text{same\_field}}$$

$$+ x_{\text{messages\_sent}}(r, s, t) \times \beta_{\text{reciprocity}}$$

where $x_{\text{hierarchical\_diff}}(s, r)$ denotes the hierarchical difference between sender $s$ and receiver $r$, $x_{\text{same\_field}}(s, r)$ is an indicator of whether $s$ and $r$ work in the same field, $x_{\text{messages\_sent}}(r, s, t)$ is the total number of messages sent by $r$ to $s$ until time $t$. When the parameters have been estimated, $\beta_{\text{hierarchical\_diff}}, \beta_{\text{same\_field}}$, and $\beta_{\text{reciprocity}}$ quantify the relative importance each of these hypothesized drivers of email interaction. For example, a positive value for $\beta_{\text{hierarchical\_diff}}$ implies that employees tend to share information with colleagues of higher ranks while a negative value for $\beta_{\text{hierarchical\_diff}}$ suggests a tendency for employees to share information of lower ranks.

Contrary to most studies of network dynamics ([22, 37-41]), we do not assume that the effects that drive emailing rates remain constant over time. For example, reciprocity might drive email sending throughout the day (when someone receives a request for help, he might feel obliged to respond promptly), but this may not hold during the night or weekends (when people cannot be expected to read and respond to their work emails quickly). Similarly, at the onset of new projects, the rate of messages from managers to subordinates may be high (in order to make sure the project gets started properly), but once the project is underway email may start to be sent at higher rates from subordinates to their managers (reporting their progress) while sending rates of managers to subordinates are likely to drop. At the global level, this effectively shifts activity to other places in the network (once the project has started) and reverses the directionality of the interaction. If we were to assume stationarity of the dynamics, such shifts would remain undetected, and an important characteristic of the network dynamic would be overlooked.

Therefore, rather than fitting parameters as constant across the entire event stream, we propose a moving window technique as follows:

1. Specify a ‘window’ of a certain length. Ideally, the length of the window should be chosen depending on the temporal nature of the effects. For example, if one is interested in the dynamic behavior over months, the window length can be set to one or two months.
2. Fit the model for the subset of relational events that took place in the first period of the window length.
3. Move the window with a small increment (such that it partly overlaps with the previous window) and fit the model to this next subset of relational events.
4. Repeat step 3 until the last period of relational events has been analyzed.
Note that sufficient numbers of events should occur within any given window to properly fit the statistical model. When the window is chosen too small with too few events observed within a window, the estimation of the network effects can become unstable. Therefore, window length should depend on the time scale and sample size.

In Figure 1 the moving window technique in the relational event model is illustrated to get an idea of how the popularity of newcomers as receivers of messages changes over time. Initially, “old-timers” are the most popular receivers but as time goes by this gradually shifts to newcomers. This shift can be explained by the fact that it often takes some time before newcomers integrate into an organization. By investigating how the popularity of newcomers changes over time, using the proposed moving window approach in the relational event model, we get a better understanding of how and how fast this integration process occurs in an organization.

[Figure 1 about here]

3. Email network: empirical analysis illustration, part I

We illustrate the first part of our proposed methodology by applying the relational event model to a relational event history of email messages collected in a large consultancy firm. In particular, these were email messages about innovation projects and ideas about innovation activities. The company extracted the email messages from the entire body of email messages among its employees, by automated scanning of the text of the subject header and body of each email message and categorizing whether it was about “innovation.” The messages were then anonymized, and we obtained the event stream of these innovation-related email messages. Also, we received some high-level information about the individuals, such as location, department, expertise, and tenure. In addition, we were provided with some information about events in the organization and the undertaking of several innovation-related projects. We use this information in our interpretation of some of the effects below.

The firm was particularly interested how its employees communicated (if at all) about innovation because the firm wanted to stimulate innovation in the firm and this was a topic that was quite low on the minds of the firm’s employees. Hence, it was of great relevance to the organization to know where in the firm’s network innovation tended to be on the agenda and how they could understand where and when its employees would discuss innovation. The relational event network that is analyzed here consisted of the 70 most active employees sending 2081 innovation-related messages among each other over the course of a year. Idle periods, such as midnight hours, were discarded from the data. Table 1 displays the first six relational events. Figure 2 contains several descriptive statistics of the data: the tenure of the employees, the distribution of the employees over the six divisions, the hierarchical position of employees on a 1 (e.g., “secretary”) to 4 (e.g., “firm partner”) scale, the employee distribution over their six different building locations, the distribution of the hierarchical difference, and the number of messages sent each month. To get an initial idea about the interaction structure between the employees and how this changes over the months in the year, Figure 3 shows aggregated networks where the thickness of the lines is proportional to the number of messages sent between employees. Nodes have different shapes, sizes, filled colors, and colored lines to reflect the different buildings the employees work at, their hierarchical positions, the divisions they work at, and whether they have less than four years of tenure or not, respectively. The figure gives an initial idea of how the communication structures about innovation-related topics gradually change over the year. It is common to depict longitudinal networks by a series of plots of subsequent time periods. The figure shows that the communication is dynamic, but it does not make clear exactly
how the network changes, how fast it changes, and what the drivers are that explain why some parts of the network are more dynamic than others. Especially when the network data consist of streams of continuous events in real-time, collapsing data into a series of (arbitrary) intervals does not uncover the real dynamics underlying the network. This is also one of the reasons why the relational event approach is better fit for continuous time event data in networks than alternative approaches to modeling networks over time, such as the stochastic actor-oriented approach of Siena [16, 17, 42] or temporal versions (TERGM, STERGM) of the ERGM model [43]. The Siena and (S)TERGM models consider a series of observations of the network, such as the 12 we have plotted here, and models how the network changes from one month to the next. Since we are dealing with networked events that flow continuously, timed by the second, these models are not applicable to this type of data and event-based (rather than state-based) network models are required.

In the relational event model we fit here, we model the rate at which vertex \( s \) sends an innovative email to vertex \( r \) at time \( t \) as a log-linear function of:

- the hierarchical difference between sender and receiver (calculated as the hierarchical level of the receiver minus the level of the sender);
- whether the sender and receiver work in the same building (1 = yes, 0 = no);
- whether the sender and receiver work in the same division (1 = yes, 0 = no);
- the hierarchical level of the sender (multiple levels on a linear scale);
- whether the sender is considered an “old-timer” (i.e., someone who has worked at least four years at the company; 1 = yes, 0 = no);
- whether receiver is considered a “old-timer” (0 = yes, 1 = no);
- how recently the sender sent his last message (days)
- how many messages the sender has received from the receiver in the past (number);
- how many messages the sender has received from others than the current recipient (this represents someone’s bridging behavior; number).

Table 2 includes the full list of the statistics and their definitions which were based on [4,22,35]. Maximum likelihood estimates and standard errors were obtained using the 'coxph'-function in the R-package ‘survival’ [44, 45].

When predicting the future by taking into account the past, it is important to consider how long the relevant past is likely to be. When actors in the network operate on short memories and tend to only respond to fairly recent events, the history to be included in the model should be equally short. In real-life cases, it is rarely known for how long a sent email message might affect future emailing rates. Therefore, we fitted the moving model separately for a history length of 60 days, to investigate short-term dynamics, and 150 days, to investigate long-term dynamics. In the shorter history, the current emailing rate from \( s \) to \( r \) only takes into account the emails that were sent and received in the network within the past 60 days. When operating under longer history, email exchanges of the past 150 days (approximately 5 months) matter. This allows us to analyze how the dynamics are affected by short-term or longer-term histories. Of course, other lengths could be considered as well (e.g., see [46]). Unfortunately, there is virtually no literature to inform a theory-based choice for which history-lengths to consider and any choice would be, to some extent, arbitrary. Since we have a year of data, memory lengths of much more than 150 days (which is almost half a year) would not be useful. The shorter the period considered, the lower number of events that would occur in it, which affects the
feasibility of fitting a model that contains a large set of variables. Our 60-day interval generated windows with sufficient numbers of events for the models to be stable.

[Figures 4 and 5 about here]

Figure 4 shows the findings from the model, for the 60-days memory. On the horizontal axis, the months along the year are shown. The first time point contains the days of January and February, since this is the first point during the year that a 60-day history is available. Figure 5 shows the same results for a 150-day memory. The top row of Figure 4 shows dyadic characteristics of the sender → receiver dyad. Top-left shows the effect of the hierarchical difference between sender and receiver. Overall, the effect is positive throughout the year: rates of sending from \( s \) to \( r \) increase as the receiver has a higher hierarchical level than the sender. In other words: email messages regarding innovation tend to be sent up the hierarchy at higher rates then messages sent down the hierarchy. This effect increases at the beginning of the year and slightly decreases during the Summer period when the rates of emails are less dominated by hierarchically upward travel. An important issue in many large consulting firms is how to distribute the consultants across the consulting firm’s offices. Communication theory suggests that communication between people can be strongly driven by physical proximity between them, especially for innovation-related communication [47-51]. However, consultants perform much of their work on the premises of external clients. Hence, it can be argued that the communication patterns of the consultants should not be affected so much by the location of their official office location. In line with this, the variable “same building” shows a positive effect around the summer months (when these consultants tend to be more in their own offices) and is negligible in the beginning and end of the year (showing that the consultants no longer favor communication with same-building colleagues). Simultaneously, employees of the firm tend to send emails at considerably higher rates to colleagues of the same division, compared to cross-division communication. In other words, across the year expertise (cognitive) proximity is a stronger and more consistent driver of email events than geographic proximity. Overall, there is some variation across the year, and the dynamics tend to change in the summer months and at the beginning and end of the year. The rate at which messages are sent to a receiver in the same building is, overall, only about 10 percent higher than the rate of message-sending to receivers in another building; being in the same division on average multiplies the email rate approximately fivefold. These effects are additive, so a dyad in which the receiver has a higher hierarchical level than the sender and both belong to the same division has a higher rate than a same-division same-level dyad. A relational event network approach can easily accommodate such heterogeneous communication rates.

The middle rows of Figures 4 and 5 show the effects of the actor-specific characteristics (rather than dyad-level characteristics). The left figures show that rates tend to be lower as the hierarchical position of the sender increases, during the spring and fall. In the summer and winter of this year, hierarchy did not make a difference in sending rate. This is an interesting finding, as it shows how the organization responded to new innovative projects. While there are always new projects starting or old project ending at any point during the year somewhere in the organization, two innovation projects started that addressed the organization as a whole: one started at the beginning of May, another in the second half of November. Even though these projects were a lot smaller than most of the typical projects that occurred throughout the entire year across the organization, they triggered an atypical interaction pattern. Whereas innovation-related emails tended to be sent mostly by lower-hierarchy employees during the “regular” parts of the year, the start of these small innovation projects triggered high rates of interaction by those higher up the hierarchy; this makes higher-hierarchy employees gradually more dominant in the interaction. Perhaps even more interesting is that these
projects took many months, but the higher-hierarchy-employee dominance only lasted for a while; the interaction network reverted to favoring lower-hierarchy-employee as senders of innovation-related messages before the innovation project was even halfway. When only a short memory is considered (Figure 4), the response of the interaction patterns to these small-scale interventions show clearly. When longer histories are used to explain the rates, the results emphasize the routine of lower-hierarchy employees dominating email sending throughout the year.

An interesting dynamic in the firm considers the role of tenure. We found clear indications of different roles between the so-called “newcomers” (those who had been in the firm less than four years at the beginning of the year) compared to the “old-timers” (those with tenures of four years or more). The middle and right Figures 4 and 5 show these effects. Those newcomers showed higher rates of sending innovation-related emails than the old-timers. This is in line with the suggestion in the literature that increased tenure tends to make employees less innovative and more prone to maintain their routines. During the year, the relative prominence of newcomers over old-timers gradually decreases, which is partly due to newcomers gaining tenure and slowing down their innovative pace. We find a related effect concerning whom is on the receiving end of the innovation-related email. At the beginning of the year, the tenure effect is not (short-term) or barely (long-term) statistically significant, while at the end of the year newcomers start to receive email at higher rates than the old-timers. The effects are not strong, but do show a consistent story across the observation year. Together these results show that newer employees are more active in discussing innovation than older employees and this effect diminishes as employees become more established in the firm.

Interestingly, although newer employees may be more suited to think outside-the-box and be active in communicating about it, they are not considered particularly worthy receivers of such interaction. As their tenure increases during the year, the newer employees tend to receive more innovation messages. In addition to increased tenure, it is also possible that new (innovative) projects increasingly involved younger employees throughout the year, but we do not have the data to test this. Overall, the analysis shows that hierarchy (here regarding organizational tenure) plays a role in explaining and modeling heterogeneity in interaction rates over time in a network.

The bottom row of Figures 4 and 5 focuses on drivers of email intensity at the level of the network as a whole. The most common variable used in network research is that of reciprocity. The 150-day memory results indicate that there is a norm of reciprocity in the firm that makes people take into account from whom they received messages. Faster responses are given to senders the more the employee had received innovation-related messages from them in the past. Note, however, that the estimates for the short memory windows have very wide confidence bounds in the first half of the year, which is due to the lower number of events present in those short memory windows. For the long memory window, the effect is positive and statistically significant for most of the year. On average, the more messages s has received from r in the past, the faster s will respond to r next.

The “bridging” statistic captures the extent to which an employee tends to send messages to those from whom he did not recently receive messages. This reflects “handing off” behavior, where the receiver of a message next spreads the ideas to others in the organization. In both Figures 4 and 5, this effect is consistently negative (and statistically significant): messages are sent at higher rates those employees recently received messages from, rather than introducing additional partners into the conversation. Ceteris paribus, this type of behavior can induce the forming of cohesive subgroups where people keep favoring communication among each other, rather than being tempted to turn around and engage others into the discussion who are not part of their subgroup. This effect
is quite strong, especially for organizational members operating under short memories. As innovation was put more prominently on the agenda by the management of the organization throughout the year, this tendency reduced but did remain. This makes it harder for innovative ideas to spread quickly throughout the organization; instead, they tend to keep trapped within cohesive sets of actors.

As is common in many human systems, the actors in the email network seem to have adopted an emailing routine. The bottom-left figures show that, at time $t$, those who sent a message shortly before time $t$ will sooner send the next message than those who had sent their last message longer ago. In other words, the more recent the last email sending activity, the quicker the next message is sent; the more distant their last emailing activity, the longer it will take until they send their next message. Regarding email sending, this shows that the employees tend to keep doing what they did recently. This measure of routine was quite strong and quite stable over the entire observation period.

### 4. Quantifying statistical evidence

Although the parameters of the statistical model were all fitted simultaneously, the discussion above interprets each statistic separately, conditional on the effects of all the others. In order to more fully understand the dynamics of the event model and/or to test theoretically interesting hypotheses, we need to go beyond the statistical significance of each statistic (and its fitted effect size); rather, we want to determine exactly how much evidence there is in the data for each statistic. The “Bayes factor,” a Bayesian statistical quantity, is well-suited for this purpose as the Bayes factor is a quantification of relative statistical evidence between competing statistical models [52, 53]. Bayes factors have several useful properties that are not shared by classical $p$-values [54]. Most importantly for our purpose, Bayes factors can be used to quantify relative evidence in favor of one model versus another. For example, a Bayes factor of 10 for a model $M_0$ against a model $M_1$ 10 times more plausible that model $M_0$ is the data-generating model than model $M_1$. Classical $p$-values, on the other hand, cannot quantify the evidence in favor of a null model; they can only be used to falsify the null model.

By design, it is straightforward to use Bayes factors to test multiple competing statistical models against one another simultaneously. These models can be quite complex and can even contain expectations regarding the ordering of the relative effects in the model [55]. This allows us to draw statistical conclusions about complex interactions of the variables that drive interaction rates in the event network.

As an example of this approach, we consider how one could test the order of the strength of the effect of various kinds of similarity on the email interaction rates. Research has shown that experienced cognitive similarity affects interpersonal communication, but it has also been shown that there are multiple bases of similarity (more commonly called “homophily” in social network research) that need not all affect communication equally (e.g., [56-60]). Above, we found that the hierarchical level of the sender affects the email-sending rate negatively and that email rates increase when sender and receiver are members of the same division and when they are located in the same building. Suppose we are interested in testing which effect is the largest (and which the second-largest). Also, we do not want to assume that this ordering is constant over time: for example, it could be that there are parts of the year in which residence in the same building matters more than division membership (e.g., if organizational activities are organized that focus on innovating the building
people work in). In our example, we formulate five competing models that we test against each other simultaneously, at each point in time throughout the observation period (using the same windows of data that we used above). Our baseline model assumes that the effects of hierarchical similarity, geographic similarity (same building), and expertise similarity (same division) are equal. We expect that innovation-related communication is most likely to occur among employees who perform similar work and have similar types of expertise; these tend to work in the same division (e.g., consulting, tax, or audit). We have less clear expectation regarding the effect of being located in the same building or occupying similar hierarchical (status) positions. Therefore, next to the baseline model, we include the following three competing models as well as a complementary model, denoted by $M_c$,

$$M_0: \beta_{\text{same division}} = \beta_{\text{same hierarchical level}} = \beta_{\text{same building}}$$

$$M_1: \beta_{\text{same division}} > \beta_{\text{same hierarchical level}} = \beta_{\text{same building}}$$

$$M_2: \beta_{\text{same division}} > \beta_{\text{same hierarchical level}} > \beta_{\text{same building}}$$

$$M_3: \beta_{\text{same division}} > \beta_{\text{same building}} > \beta_{\text{same hierarchical level}}.$$  

$$M_c: \text{none of the above models}.$$  

The complementary model covers all other possible combinations of constraints on these effects, and therefore it serves as a check to see whether the presumed models $M_0, \ldots, M_3$ receive any fair amount of evidence from the data. Also, if there is considerable evidence for $M_c$, this would suggest that there are relevant models that are not included in $M_0, \ldots, M_3$ that should be considered as well.

Whereas the interpretation of the Bayes factors themselves is insightful in itself, Bayes factors can also be translated to posterior model probabilities ([61]). Posterior model probabilities quantify how likely it is for each model to have generated the data given all models under consideration. These probabilities give a direct answer to the research question of which model is most likely to be true given the data and to what degree. Because of this intuitive interpretation, below we will report posterior model probabilities instead of Bayes factors themselves (the conclusions based on both methods would be equivalent). In particular, we calculate the posterior model probabilities based on the “default Bayes factor” approach of [62]. This approach requires only the maximum likelihood estimates and estimated error covariance matrices. Using this technique with the moving window we can see how statistical evidence between hypotheses or theories changes in real time.

5. Email network: empirical analysis illustration, part II

We first illustrate the Bayes factor approach by focusing on the effect of being located in the same building. The empirical results from Section 3 show that co-location does not seem to have a strong effect on interacting with innovation-related matters. We also found that the effects are dynamic over time and that co-location mattered mainly during the summer period. The Bayes factor approach enables us to investigate exactly when the effect of being a newcomer switches between neutral (i.e., it has no effect), positive (being in the same building increases emailing rates), and negative (being residents of the same building lowers emailing rates). We do this by formulating the three respective models:

$$M_0: \beta = 0$$

$$M_1: \beta < 0$$
with $\beta$ representing the effect of sender and receiver being located in the same building. The results are shown in Figure 6 where the y-axes contain the posterior model probabilities of each model, for both memory lengths.

For the shorter memory length between February and April, there is approximately a .85 posterior probability that there is no effect of being in the same building. As the Summer months come closer, the probabilities of “no effect” and “positive effect” move closer to each other and around the middle of May the “positive effect” becomes a more likely driver of email rates than “no effect.” Throughout, the probability of the hypothesis that being in the same building decreases email exchange being correct remains very close to zero, except for January and December. After the Summer, from September on, the probability that being in the same building is the correct hypothesis drops sharply and the evidence for the three hypotheses gradually becomes similar as in the beginning of the year. The longer memory lengths show the same dynamic, but a bit more pronounced.

These figures are useful to show how the direction of effects alternate, to recognize criticality in the event network [31], to model when and why switches of the direction of effects occur. For example, we can get a better understanding of how the integration process in organizations occurs by investigating the network effects of employees who are dispersed or co-located.

Next, we extend the analysis by computing the statistical evidence of the five models formulated in Section 4 about the relative importance of sender and receiver similarity in location, expertise, and hierarchical level. This analysis allows a researcher to draw conclusions regarding the evolution of the relative likelihood of multiple effects simultaneously. Figure 7 shows the posterior model probabilities. Two models strongly outperform the other three consistently: models 1 and 2. Both of these models state that the effect of being in the same division is larger than the other two effects. The sum of the probabilities of these two models tends to be over 0.8 across the entire year, approaching 1.0 at many time points. When two employees are assigned to the same division, their innovation communication rate is more strongly driven by their shared affiliation than by being geographically proximate or occupying the same hierarchical level. It is also clear that models 1 and 2 compete for prominence. The positive effect of hierarchical similarity does not always outweigh that of similarity in geographic location. When a 60-day memory is assumed, the models alternate in importance, with a clear winner at each point in time—just not a clear winner throughout. For the longer memory analysis, Figure 7 shows that there are two points in time (around mid-April and mid-June) where the models come close, and the system can go either way. At the first time point, around mid-April, the effect of hierarchical similarity starts to quickly outweigh similarity in location, giving model 2 a higher probability than model 1. Another point of criticality occurs around mid-June after which status hierarchy continues its prominence over location. It is important to note that the complement model $M_c$ consistently has a posterior model probability of almost zero. This probability is the posterior probability for all of the possible models together that are not part of $M_0, ..., M_3$. This means that there is no further model that needs to be considered, besides the ones that are already taken into account.

Overall, regarding similarity, the results are resounding in the dominance of expertise similarity and show that geographic similarity, despite the many studies in the literature (e.g., [59, 63-67])
suggesting a strong positive effect, does matter, but only in third place after similarity in expertise and hierarchy.

6. Concluding remarks

This paper shows how time-sensitive social network interaction streams can be analyzed using a dynamic relational event model with a moving window technique. By setting the window length to a short period we can zoom in on the drivers of the interaction process when the network members are assumed to only respond to recent interaction history and by setting the window length to a larger period we can see the effects of them operating under longer memory of past interaction [4]. A Bayes factor procedure was proposed to investigate how statistical evidence between multiple theories evolves. This procedure can aid the development of time-sensitive theory on social network dynamics, which are currently underdeveloped in the literature [4-7, 68-70].

The methodology was illustrated using an event history of email messages between colleagues in a large consultancy firm. The analysis showed how exogenous drivers, such as whether sender and receiver work in the same division, have similar hierarchical levels, or work in the same location, affect the interaction process. We observed that the importance of these drivers could change substantially over time. The methodology can uncover points of criticality of the interaction system [31] and shows which variables play a role in this. Also, findings of this type of study are vital in the effective design of interaction networks. For example, managers of innovative teams who want to stimulate knowledge-sharing might be less concerned with putting project members in the same building but should be more concerned with the effects of hierarchy and cognitive and task similarity. More studies are needed to draw more definite conclusions, but findings of the real-time development and drivers of communication in systems of real people are very scarce and are vital to inform future time-sensitive theory.

For future research, it would be useful to extend the model by assuming dynamic network drivers using auto-regressive models or state-space models. This allows us to directly model the dynamic nature of the network drivers in real time. Such an approach is also likely to result in more stable estimates, particularly for short-term effects. Depending on the scale of the dynamic behavior, the effects can be modeled to change either every day, every week, every month or over longer periods. To fit such a dynamic model, classical methods ([71]) or Bayesian methods ([72]) could be considered. The Bayesian approach may be particularly suitable due to the natural updating of the dynamic model when observing new observations using Bayes' theorem. The challenge of this extension would be to develop efficient estimation algorithms for fitting and updating the model. In a Bayesian framework, Markov chain Monte Carlo (MCMC) techniques may be too slow for this purpose. Alternatively, sequential Monte Carlo techniques ([73]) may be a promising approach for these dynamic relational event models.
As an example, the graph shows how the popularity of newcomers as receivers changes over time. Events are shown as a “|” along the horizontal time axis. Above the axis, three instances of the moving window are shown. The graph at the bottom shows the parameter estimate over time: in the beginning newcomers are less popular receivers (negative effect) but over time newcomers become more popular receivers (the effect turns positive).
**Figure 2: Descriptive statistics of the empirical data. Regarding the number of years employed, 50% of the 70 employees had 4+ years of tenure (“oldtimers”).**
Figure 3: Aggregated networks over different months. An oldtimer (newcomer) is an employee having 4+ (less than 4) years of tenure.
Figure 4. Estimated network effects over time using a moving window of 60 days

The dashed lines represent 95%-confidence bounds.
Figure 5. Estimated network effects over time using a moving window of 150 days.

The dashed lines represent 95%-confidence bounds.
**FIGURE 6. TRENDS OF POSTERIOR PROBABILITIES OF WORKING IN THE SAME BUILDING**

Trends of posterior probabilities of no effect (solid line) versus a negative effect (dashed line) versus a positive effect (dotted line) of residing in the same building on receiving for a moving window of 60 days (upper panel) and 150 days (lower panel).
The lines represent the posterior probabilities of statistical models assuming different orderings of the importance of similarity in division, hierarchy, and building of sender and receiver, for a moving window of 60 days (left panel) and 150 days (right panel).
Table 1. First six relational events of the consultancy email data. The dates are formatted as MM/DD/YYYY.

<table>
<thead>
<tr>
<th>Sender</th>
<th>Receiver</th>
<th>Date</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>01/06/2010</td>
<td>07:13:13</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>01/06/2010</td>
<td>07:13:53</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>01/06/2010</td>
<td>09:10:02</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>01/06/2010</td>
<td>09:11:32</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>01/07/2010</td>
<td>13:42:21</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>01/07/2010</td>
<td>13:43:71</td>
</tr>
<tr>
<td>Statistic</td>
<td>Effect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hierarchical level of the sender</strong> is measured on a scale of 1 to 4 (i.e., a secretary has level 1, and a partner has level 4).</td>
<td>$\beta_{\text{hierarchy.sender}}$: A positive (negative) effect implies that employees with a high hierarchical level are more (less) active senders.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hierarchical difference</strong> between sender $s$ and receiver $r$ is the hierarchical level of $r$ minus the hierarchical level of $s$.</td>
<td>$\beta_{\text{hierarchical.diff}}$: Positive (negative) effect implies that sending rates increase (decrease) as receivers have a higher hierarchical level.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Same building</strong> indicates whether the sender and receiver work in the same building (1=same building; 0=different buildings).</td>
<td>$\beta_{\text{same.building}}$: A positive (negative) effect implies sending rates increase (decrease) as receivers reside in the same building as the sender. A zero effect means that being in the same building does not affect emailing rates.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Same division</strong> indicates whether the sender and receiver work in the same division (e.g., consultancy, tax, audit) (1=same division; 0=different divisions).</td>
<td>$\beta_{\text{same.division}}$: A positive (negative) effect implies sending rates increase (decrease) as receivers are a member of the same division as the sender. A zero effect means that membership of the same division does not affect emailing rates.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sender with 4+ years tenure</strong> indicates whether the sender has worked at least four years at the company (at the beginning of the year).</td>
<td>$\beta_{\text{sender.middle.tenure}}$: A positive (negative) effect implies that employees who have worked at least 4 years at the company have higher (lower) message-sending rates.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Receiver with max three years tenure</strong> indicates whether the receiver has worked less than four years at the company (at the beginning of the year).</td>
<td>$\beta_{\text{receiver.begin.tenure}}$: A positive (negative) effect implies that employees who have worked between 0 and 3 years at the company are (un)popular receivers.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Recency</strong> is a dyadic statistic quantifying how recent a sender $s$ sent a message in the past. It is computed as $\frac{1}{t(s)+1}$ [22].</td>
<td>$\beta_{\text{recency.send}}$: A positive (negative) effect implies that sending rates increase (decrease) the more recent an employee had sent their last message.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Reciprocity</strong> is a dyadic statistic quantifying how many messages a receiver $r$ sent to the sender $s$ in the past. It is computed as $\log\left(\frac{#\text{messages}(r,s,t)+1}{N_t+n(n-1)}\right)$, where $N_t$ is the number of messages sent by receiver $r$ at time $t$.</td>
<td>$\beta_{\text{reciprocity}}$: A positive (negative) effect implies that senders have higher (lower) rates of sending messages to receivers from whom they received more messages in the past.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
messages sent until time $t$, and $n$ is the number of nodes [22].

**Bridging** is a dyadic statistic quantifying how many messages the sender received from other nodes than the receiver $r$ in the past. It is computed as $\log\left(\frac{\text{messages}(\text{not}(r), s, t)}{N_t + n(n-1)} + 1\right)$, where $N_t$ is the number of messages sent until time $t$, and $n$ is the number of nodes [22].

$\beta_{\text{bridging}}$: A positive effect implies that senders have a higher rate of redirecting a conversation to employees who did not send messages to the sender in the past. A negative effect implies higher rates of sending to those the sender received past messages from.
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