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Abstract

Tail dependence models for distributions attracted to a max-stable law are fitted using observations above a high threshold. To cope with spatial, high-dimensional data, a rank-based M-estimator is proposed relying on bivariate margins only. A data-driven weight matrix is used to minimize the asymptotic variance. Empirical process arguments show that the estimator is consistent and asymptotically normal. Its finite-sample performance is assessed in simulation experiments involving popular max-stable processes perturbed with additive noise. An analysis of wind speed data from the Netherlands illustrates the method.
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1 Introduction

Max-stable random processes have become the standard for modelling extremes of environmental quantities, such as wind speed, precipitation, or snow depth. In such a context, data are modelled as realizations of spatial processes, observed at a finite number of locations. The statistical problem then consists of modelling the joint tail of a multivariate distribution. This problem can be divided into two separate issues: modelling the marginal distributions and modelling the dependence structure. A popular practice is to transform the marginals to an appropriate form and to fit a max-stable model to componentwise monthly or annual maxima using composite likelihood methods. This is done either in a frequentist setting (Padoan et al., 2010; Davison et al., 2012) or in a Bayesian one (Reich and Shaby, 2012; Cooley et al., 2012). Alternatively, Yuen and Stoev (2013) propose an M-estimator based on finite-dimensional cumulative distribution functions. Popular parametric models for max-stable processes include the ones proposed by Smith (1990), Schlather (2002) and Kabluchko et al. (2009), going back to Brown and Resnick (1977). Recent review articles on spatial extremes include Cooley et al. (2012), Davison et al. (2012) and Ribatet (2013).

The above approaches consider block maxima, whereas more information can be extracted from the data by using all data vectors of which at least one component is large. Although
threshold-based methods are common in multivariate extreme value theory, in spatial extremes they are only starting to be developed. A first example is [de Haan and Pereira (2006)], where several one- and two-dimensional models for spatial extremes are proposed. Another parametric model for spatial tail dependence is introduced in [Buishand et al. (2008)]. The parameter estimator is shown to be asymptotically normal and the method is applied to daily rainfall data. In [Huser and Davison (2014)], a pairwise censored likelihood is used to analyze space-time extremes. The method is applied to an extension of Schlather’s model. Another study of space-time extremes can be found in [Davis et al. (2013)], where asymptotic normality of the pairwise likelihood estimators of the parameters of a Brown–Resnick process is proven for a jointly increasing number of spatial locations and time points. In [Jeon and Smith (2012)], bivariate threshold exceedances are modelled using a composite likelihood procedure. Asymptotic normality of the estimator is obtained by assuming second-order regular variation for the distribution function that is in the max-domain of attraction of an extreme value distribution. A numerical study comparing two distinct approaches for composite likelihoods can be found in [Bacro and Gaetan (2013)]. In [Wadsworth and Tawn (2013)], a censored Poisson process likelihood is considered in order to simplify the likelihood expressions in the Brown–Resnick process and in [Engelke et al. (2014)], the distribution of extremal increments of processes that are in the max-domain of attraction of the Brown–Resnick process is investigated. Finally, in [Bienvenüe and Robert (2014)], a censored likelihood procedure is used to fit high-dimensional extreme value models for which the tail dependence function has a particular representation.

The above methods all require estimation of the tails of the marginal distributions. This is not necessarily an easy task if the number of variables is large. Moreover, they are likelihood-based and therefore cannot be used to fit, e.g., spectrally discrete max-stable models ([Wang and Stoev, 2011]).

The aim of this paper is to propose a new method for fitting multivariate tail dependence models to high-dimensional data arising for instance in spatial statistics. No likelihoods come into play as our approach relies on the stable tail dependence function, which is related to the upper tail of the underlying cumulative distribution function. The method is threshold-based in the sense that a data point is considered to be extreme if the rank of at least one component is sufficiently high. The only assumption is that, upon standardization of the margins, the underlying distribution is attracted to a parametrically specified multivariate extreme value distribution, see (2.2) below.

By reducing the data to their ranks, the tails of the univariate marginal distributions need not be estimated. Indeed, the marginal distributions are not even required to be attracted to an extreme value distribution. Another advantage of the rank-based approach is that the estimator is invariant under monotone transformations of the margins, notably for Box–Cox type of transformations.

Our starting point is [Einmahl et al. (2012)], where an M-estimator for a parametrically modelled tail dependence function in dimension \(d\) is derived. However, that method crucially relies on \(d\)-dimensional integration, which becomes intractable in high dimensions. This is why we consider tail dependence functions of pairs of variables only. Our estimator is constructed as the minimizer of the distance between a vector of integrals of parametric pairwise tail dependence functions and the vector of their empirical counterparts. The asymptotic variance of the estimator can be minimized by replacing the Euclidean distance by a quadratic form based on a weight matrix estimated from the data. In the simulation studies we will compute estimates in dimensions up to 100.

We show that our estimator is consistent under minimal assumptions and asymptotically
normal under an additional condition controlling the growth of the threshold. In our analysis, we take into account the variability stemming from the rank transformation, the randomness of the threshold, the random weight matrix and, in particular, the fact that the max-stable model is only an approximation in the tail.

A final point worth noticing is the generality of our methodology. Where many studies focus on a concrete parametric (tail) model, ours is generic and makes weak assumptions only. Also, the field of application of extreme value analysis in high dimensions is not restricted to environmental studies: see for example [Dematteo et al. (2013)], where a spectral clustering approach is introduced and applied to gas pressure data in the shipping industry.

The paper is organized as follows. Section 2 presents the necessary background on multivariate extreme value theory and extremes of stochastic processes. Section 3 contains the definition of the pairwise M-estimator and the main theoretical results on consistency and asymptotic normality, as well as the practical aspects of the choice of the weight matrix. In Section 4 the tail dependence functions of the anisotropic Brown–Resnick process and the Smith model are presented, as well as several simulation studies: two for a large number of locations, illustrating the computational feasibility of the estimator in high dimensions, and one for a smaller number of locations, presenting the benefits of the weight matrix. In addition, we compare the performance of our estimator to the one proposed in [Engelke et al. (2014)]. Finally, we present an application to wind speed data from the Netherlands. Proofs and computations are deferred to the appendices.

2 Background

2.1 Multivariate extreme value theory

Let \(X_i = (X_{i1}, \ldots, X_{id}), i \in \{1, \ldots, n\}\), be independent random vectors in \(\mathbb{R}^d\) with common continuous distribution function \(F\) and marginal distribution functions \(F_1, \ldots, F_d\). Write \(M_{nj} = \max_{i=1, \ldots, n} X_{ij}\) for \(j = 1, \ldots, d\). We say that \(F\) is in the max-domain of attraction of an extreme-value distribution \(G\) if there exist sequences \(a_{nj} > 0\) and \(b_{nj} \in \mathbb{R}\) for \(j = 1, \ldots, d\) such that

\[
\lim_{n \to \infty} \mathbb{P}[M_{n1} - b_{n1}/a_{n1} \leq x_1, \ldots, M_{nd} - b_{nd}/a_{nd} \leq x_d] = G(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^d. \tag{2.1}
\]

The margins, \(G_1, \ldots, G_d\), of \(G\) are univariate extreme value distributions and the function \(G\) is determined by

\[
G(\mathbf{x}) = \exp \{-\ell(-\log G_1(x_1), \ldots, -\log G_d(x_d))\},
\]

where \(\ell : [0, \infty)^d \to [0, \infty)\) is called the stable tail dependence function. The distribution function of \((1/(1 - F_j(X_{1j})))_{j=1, \ldots, d}\) is in the max-domain of attraction of the extreme-value distribution \(G_0(\mathbf{z}) = \exp \{-\ell(1/z_1, \ldots, 1/z_d)\}, \mathbf{z} \in (0, \infty)^d\), and we can retrieve the function \(\ell\) via

\[
\ell(\mathbf{x}) = \lim_{t \downarrow 0} t^{-1} \mathbb{P}[1 - F_1(X_{11}) \leq tx_1 \text{ or } \ldots \text{ or } 1 - F_d(X_{1d}) \leq tx_d], \quad \mathbf{x} \in [0, \infty)^d. \tag{2.2}
\]

Note that \(G_0\) has unit Fréchet margins, \(G_{0,j}(z_j) = \exp(-1/z_j)\) for \(z_j > 0\) and \(j = 1, \ldots, d\). If \(F\) is already an extreme-value distribution, then it is attracted by itself. Otherwise, relation (2.1) is equivalent to relation (2.2) and convergence of the \(d\) marginal distributions in (2.1).
From now on we will only assume the weaker relation (2.2) instead of (2.1), making no assumptions on the marginal distributions \( F_1, \ldots, F_d \) except for continuity. The function \( \ell \) is convex, homogeneous of order one and satisfies \( \ell(0, \ldots, 0, x_j, 0, \ldots, 0) = x_j \) for \( j = 1, \ldots, d \).

We assume that \( \ell \) belongs to some parametric family \( \{ \ell(\cdot; \theta) : \theta \in \Theta \} \), with \( \Theta \subset \mathbb{R}^p \). There are numerous such parametric models and new families of models continue to be invented. We will see some examples of parametric stable tail dependence functions in Section 4. For more examples and background on multivariate extreme value theory, see Coles (2001), Beirlant et al. (2004), or de Haan and Ferreira (2006).

2.2 Extremes of stochastic processes

Max-stable processes arise in the study of component-wise maxima of random processes rather than of random vectors. Let \( S \) be a compact subset of \( \mathbb{R}^2 \) and let \( C(S) \) denote the space of continuous, real-valued functions on \( S \), equipped with the supremum norm \( \|f\|_\infty = \sup_{s \in S} |f(s)| \) for \( f \in C(S) \). The restriction to \( \mathbb{R}^2 \) is for convenience only. In the applications to spatial data that we have in mind, \( S \) will represent the region of interest.

Consider independent copies \( \{ X_i(s) \}_{s \in S} \) for \( i \in \{ 1, \ldots, n \} \) of a process \( \{ X(s) \}_{s \in S} \) in \( C(S) \). Then \( X \) is in the max-domain of attraction of the max-stable process \( Z \) if there exist sequences of continuous functions \( a_n(s) > 0 \) and \( b_n(s) \) such that

\[
\left\{ \max_{i=1,\ldots,n} X_i(s) - b_n(s) \right\}_{s \in S} \xrightarrow{w} \{ Z(s) \}_{s \in S}, \quad \text{as } n \to \infty,
\]

where \( \xrightarrow{w} \) denotes weak convergence in \( C(S) \); see de Haan and Lin (2001) for a full characterization of max-domain of attraction conditions for the case \( S = [0,1] \). A max-stable process \( Z \) is called simple if its marginal distribution functions are all unit Fréchet.

Although our interest lies in the underlying stochastic processes \( X_i \), data are always obtained on a finite subset of \( S \) only, i.e., at fixed locations \( s_1, \ldots, s_d \). As a consequence, statistical inference is based on a sample of \( d \)-dimensional random vectors. The finite-dimensional distributions of \( Z \) are multivariate extreme value distributions. This brings us back to the ordinary, multivariate setting.

3 M-estimator

3.1 Estimation

As in Section 2.1 let \( X_1, \ldots, X_n \) be an independent random sample from a \( d \)-variate distribution \( F \) with continuous margins and with stable tail dependence function \( \ell \), see equation (2.2). Assuming that \( \ell \) belongs to a parametric family \( \{ \ell(\cdot; \theta) : \theta \in \Theta \} \) with \( \Theta \subset \mathbb{R}^p \), the goal is to estimate the parameter vector \( \theta \).

To this end, we first define a nonparametric estimator of \( \ell \). Let \( R_{ij}^n \) denote the rank of \( X_{ij} \) among \( X_{1j}, \ldots, X_{nj} \) for \( j = 1, \ldots, d \). Replacing \( F \) and \( F_1, \ldots, F_d \) in (2.2) by their empirical counterparts and replacing \( t \) by \( k/n \) yields

\[
\hat{\ell}_{n,k}(\mathbf{x}) := \frac{1}{k} \sum_{i=1}^n \mathbb{1} \left\{ R_{1i}^n > n + \frac{1}{2} - kx_1 \text{ or } \ldots \text{ or } R_{id}^n > n + \frac{1}{2} - kx_d \right\}.
\]

(3.1)
For the estimator to be consistent, we need \( k = k_n \in \{1, \ldots, n\} \) to depend on \( n \) in such a way that \( k \to \infty \) and \( k/n \to 0 \) as \( n \to \infty \). The estimator was originally defined in the bivariate case in [Huang (1992)] and [Drees and Huang (1998)].

Let \( \theta_0 \) denote the true parameter value, \( \ell = \ell(\cdot; \theta_0) \), and let \( q = (g_1, \ldots, g_q)^T : [0,1]^d \to \mathbb{R}^q \) with \( q \geq p \) denote a column vector of integrable functions. In [Einmahl et al. (2012)], an M-estimator of \( \theta_0 \) is defined by

\[
\hat{\theta}_n := \arg \min_{\theta \in \Theta} \sum_{m=1}^{q} \left( \int_{[0,1]^d} g_m(x) \left\{ \hat{\ell}_{n,k}(x) - \ell(x; \theta) \right\} \, dx \right)^2. \tag{3.2}
\]

Under suitable conditions, the estimator \( \hat{\theta}_n \) is consistent and asymptotically normal. The use of ranks via the nonparametric estimator in (3.1) permits to avoid having to fit a model to the (tails of the) marginal distributions. In fact, the only assumption on \( F \) of ranks via the nonparametric estimator in (3.1) permits to avoid having to fit a model to the maximal domain of attraction of a max-stable distribution.

However, the approach is ill-adapted to the spatial setting, where data are gathered from dozens of locations. In high dimensions, the computation of \( \hat{\theta}_n \) becomes infeasible due to the presence of \( d \)-dimensional integrals in the objective function in (3.2).

Akin to composite likelihood methods, we opt for a pairwise approach, minimizing over quadratic forms of vectors of two-dimensional integrals. Let \( q \) represent the number of pairs of locations that we wish to take into account, so that \( p \leq q \leq d(d-1)/2 \). Let \( \pi \) be the function from \( \{1, \ldots, q\} \) to \( \{1, \ldots, d\}^2 \) that describes these pairs, that is, for \( m \in \{1, \ldots, q\} \), we have \( \pi(m) = (\pi_1(m), \pi_2(m)) = (u, v) \) with \( 1 \leq u < v \leq d \). In the spatial setting (cf. Section 2.2), the indices \( u \) and \( v \) correspond to locations \( s_u \) and \( s_v \), respectively.

The bivariate margins of the stable tail dependence function \( \ell(\cdot; \theta) \) and the nonparametric estimator in (3.1) are given by

\[
\ell_{\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}; \theta) = \ell_{uv}(x_u, x_v; \theta) := \ell(0, \ldots, 0, x_u, 0, \ldots, 0, x_v, 0, \ldots, 0; \theta),
\]

\[
\hat{\ell}_{n,k,\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}) = \hat{\ell}_{n,k,uv}(x_u, x_v) := \hat{\ell}_{n,k}(0, \ldots, 0, x_u, 0, \ldots, 0, x_v, 0, \ldots, 0),
\]

respectively. Consider the random \( q \times 1 \) column vector

\[
L_{n,k}(\theta) := \left( \int_{[0,1]^2} \left\{ \hat{\ell}_{n,k,\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}) - \ell_{\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}; \theta) \right\} \, dx_{\pi_1(m)} dx_{\pi_2(m)} \right)^q_{m=1}.
\]

Let \( \hat{\Omega}_n \in \mathbb{R}^{q \times q} \) be a symmetric, positive definite, possibly random matrix. Define

\[
f_{n,k,\hat{\Omega}_n}(\theta) := L_{n,k}(\theta)^T \hat{\Omega}_n L_{n,k}(\theta), \quad \theta \in \Theta.
\]

The pairwise M-estimator of \( \theta \) is defined as

\[
\hat{\theta}_n := \arg \min_{\theta \in \Theta} f_{n,k,\hat{\Omega}_n}(\theta) = \arg \min_{\theta \in \Theta} \left\{ L_{n,k}(\theta)^T \hat{\Omega}_n L_{n,k}(\theta) \right\}. \tag{3.3}
\]

The simplest choice for \( \hat{\Omega}_n \) is just the \( q \times q \) identity matrix \( I_q \), yielding

\[
f_{n,k,I_q}(\theta) = \sum_{(u,v)} \left( \int_{[0,1]^2} \left\{ \hat{\ell}_{n,k,uv}(x_u, x_v) - \ell_{uv}(x_u, x_v; \theta) \right\} \, dx_u dx_v \right)^2. \tag{3.4}
\]
Note the similarity of this objective function with the one for the original M-estimator in equation (3.2). The role of the matrix $\hat{\Omega}_n$ is to be able to assign data-driven weights to quantify the size of the vector of discrepancies $L_{n,k}(\theta)$ via a generalized Euclidian norm. As we will see in Section 3.2, a judicious choice of this matrix will allow to minimize the asymptotic variance.

Comparison with Einmahl et al. (2012).

A natural question that arises is whether the quality of estimation decreases when making the step from the $d$-dimensional estimator $\hat{\theta}_n$ in (3.2) to the pairwise estimator $\hat{\theta}_n$ in (3.3). We will demonstrate for the multivariate logistic model that this is not the case, necessarily in a dimension where $\hat{\theta}_n$ can be computed. The $d$-dimensional logistic model has stable tail dependence function

$$\ell(x; \theta) = \left(\sum_{i=1}^{d} x_i^{1/\theta}\right)^{\theta},$$

with $\theta \in [0, 1]$. We simulate 200 samples of size $n = 1500$ from the logistic model in dimension $d = 5$ with parameter value $\theta = 0.5$ and we assess the quality of our estimates via the (empirical) bias and root mean squared error (RMSE) for $k \in \{40, 80, \ldots, 320\}$. The dashed lines in Figure 1 show the bias and RMSE for the M-estimator of Einmahl et al. (2012) with weight function $g \equiv 1$. The results are the same as in Einmahl et al. (2012, Figure 1). The solid lines show the bias and RMSE for the pairwise M-estimator with $q = 9$ and $\hat{\Omega}_n$ as in Section 3.2. We see that the pairwise estimator performs somewhat better in terms of bias and also has the lower minimal RMSE, for $k = 160$.

Figure 1: Bias and RMSE for estimators of $\theta = 0.5$ for the logistic model, for the 5-dimensional M-estimator (dashed lines) and the pairwise M-estimator (solid lines); 200 replications of $n = 1500$. 
3.2 Asymptotic results and choice of the weight matrix

We show consistency and asymptotic normality of the rank-based pairwise M-estimator. Moreover, we provide a data-driven choice for \( \Omega_n \) which minimizes the asymptotic covariance matrix of the limiting normal distribution. Results for the construction of confidence regions and hypothesis tests are presented as well.

A quantity related to the stable tail dependence function \( \ell \) is the exponent measure \( \Lambda \), which is a measure on \( [0, \infty]^d \setminus \{(\infty, \ldots, \infty)\} \) determined by

\[
\Lambda(\{w \in [0, \infty]^d : w_1 \leq x_1 \text{ or } \ldots \text{ or } w_d \leq x_d\}) = \ell(x), \quad x \in [0, \infty)^d.
\]

Let \( W_\Lambda \) be a mean-zero Gaussian process, indexed by the Borel sets of \( [0, \infty]^d \setminus \{(\infty, \ldots, \infty)\} \) and with covariance function

\[
E[W_\Lambda(A_1) W_\Lambda(A_2)] = \Lambda(A_1 \cap A_2),
\]

where \( A_1, A_2 \) are Borel sets in \( [0, \infty]^d \setminus \{(\infty, \ldots, \infty)\} \). For \( x \in [0, \infty)^d \), define

\[
W_\ell(x) = W_\Lambda(\{w \in [0, \infty]^d \setminus \{(\infty, \ldots, \infty)\} : w_1 \leq x_1 \text{ or } \ldots \text{ or } w_d \leq x_d\}),
\]

\[
W_{\ell,j}(x_j) = W_\ell(0, \ldots, 0, x_j, 0, \ldots, 0), \quad j = 1, \ldots, d.
\]

Let \( \dot{\ell}_j \) be the partial derivative of \( \ell \) with respect to \( x_j \), and define

\[
B(x) := W_\ell(x) - \sum_{j=1}^d \dot{\ell}_j(x) W_{\ell,j}(x_j), \quad x \in [0, \infty)^d.
\]

For \( m \in \{1, \ldots, q\} \) with \( \pi(m) = (\pi_1(m), \pi_2(m)) = (u, v) \), put

\[
B_{\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}) = B_{uv}(x_u, x_v) := B(0, \ldots, 0, x_u, 0, \ldots, 0, x_v, 0, \ldots, 0).
\]

Also define the mean-zero random column vector

\[
\tilde{B} := \left( \int_{[0,1]^2} B_{\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}) \, dx_{\pi_1(m)} dx_{\pi_2(m)} \right)_{m=1}^q.
\]

The law of \( \tilde{B} \) is zero-mean Gaussian and its covariance matrix \( \Gamma(\theta) \in \mathbb{R}^{q \times q} \) depends on \( \theta \) via the model assumption \( \ell = \ell(\cdot; \theta) \). For pairs \( \pi(m) = (u, v) \) and \( \pi(m') = (u', v') \), we can obtain the \( (m, m') \)-th entry of \( \Gamma(\theta) \) by

\[
\Gamma_{(m,m')}(\theta) = \mathbb{E}[\tilde{B}_m \tilde{B}_{m'}] = \int_{[0,1]^4} \mathbb{E} [B_{uv}(x_u, x_v) B_{u'v'}(x_{u'}, x_{v'})] \, dx_u dx_v dx_{u'} dx_{v'}.
\]  

(3.5)

Define \( \psi : \Theta \rightarrow \mathbb{R}^q \) by

\[
\psi(\theta) := \left( \int_{[0,1]^2} \ell_{\pi(m)}(x_{\pi_1(m)}, x_{\pi_2(m)}; \theta) \, dx_{\pi_1(m)} \right)_{m=1}^q.
\]  

(3.6)

Assuming \( \theta \) is an interior point of \( \Theta \) and \( \psi \) is differentiable in \( \theta \), let \( \dot{\psi}(\theta) \in \mathbb{R}^{q \times p} \) denote the total derivative of \( \psi \) at \( \theta \).
Theorem 3.1 (Existence, uniqueness and consistency). Let \( \{\ell(\cdot; \theta) : \theta \in \Theta\} \), \( \Theta \in \mathbb{R}^p \), be a parametric family of \( d \)-variate stable tail dependence functions and let \((\pi(m))_{m=1}^q\), with \( p \leq q \leq d(d-1)/2 \), be \( q \) distinct pairs in \( \{1, \ldots, d\} \) such that the map \( \psi \) in (3.6) is a homeomorphism from \( \Theta \) to \( \psi(\Theta) \). Let the \( d \)-variate distribution function \( F \) have continuous margins and stable tail dependence function \( \ell(\cdot; \theta_0) \) for some interior point \( \theta_0 \in \Theta \). Let \( X_1, \ldots, X_n \) be an iid sample from \( F \). Assume also that

\(|C1|\) \( \psi \) is twice continuously differentiable on a neighbourhood of \( \theta_0 \) and \( \dot{\psi}(\theta_0) \) is of full rank; 

\(|C2|\) there exists a symmetric, positive definite matrix \( \Omega \) such that \( \hat{\Omega}_n \overset{p}{\to} \Omega \).

Then with probability tending to one, the minimizer \( \hat{\theta}_n \) of \( f_{n,k,\hat{\Omega}_n} \) exists and is unique. Moreover, 

\[ \hat{\theta}_n \overset{p}{\to} \theta_0, \quad \text{as } n \to \infty. \]

Let \( \Delta_{d-1} = \{w \in [0,1]^d : w_1 + \cdots + w_d = 1\} \) denote the unit simplex in \( \mathbb{R}^d \).

Theorem 3.2 (Asymptotic normality). If in addition to the assumptions of Theorem 3.1

\(|C3|\) \( t^{-1}\mathbb{P}[1 - F_1(X_1) \leq t x_1 \lor \ldots \lor 1 - F_d(X_{1d}) \leq t x_d] - \ell(x; \theta_0) = O(t^\alpha) \) uniformly in \( x \in \Delta_{d-1} \) as \( t \downarrow 0 \) for some \( \alpha > 0 \);

\(|C4|\) \( k = o(n^{2\alpha/(1+2\alpha)}) \) and \( k \to \infty \) as \( n \to \infty \), then

\[ \sqrt{k}(\hat{\theta}_n - \theta_0) \overset{d}{\to} \mathcal{N}_p(0, M(\theta_0)) \]

where, for \( \theta \in \Theta \) such that \( \dot{\psi}(\theta) \) is of full rank,

\[ M(\theta) := (\dot{\psi}(\theta)^T \Omega \dot{\psi}(\theta))^{-1} \dot{\psi}(\theta)^T \Omega \Gamma(\theta) \Omega \dot{\psi}(\theta) - (\dot{\psi}(\theta)^T \Omega \dot{\psi}(\theta))^{-1}. \] (3.7)

The proofs of Theorems 3.1 and 3.2 are deferred to Appendix A.

An asymptotically optimal choice for the random weight matrix \( \hat{\Omega}_n \) would be one for which the limit \( \Omega \) minimizes the asymptotic covariance matrix in (3.7) with respect to the positive semi-definite partial ordering on the set of symmetric matrices. This minimization problem shows up in other contexts as well, and its solution is well-known: provided \( \Gamma(\theta) \) is invertible, the minimum is attained at \( \Omega = \Gamma(\theta)^{-1} \), the matrix \( M(\theta) \) simplifying to

\[ M_{\text{opt}}(\theta) = (\dot{\psi}(\theta)^T \Gamma(\theta)^{-1} \dot{\psi}(\theta))^{-1}, \] (3.8)

see for instance [Abadir and Magnus 2005 page 339]. However, this choice of the weight matrix requires the knowledge of \( \theta \), which is unknown. The solution consists of computing the optimal weight matrix evaluated at a preliminary estimator of \( \theta \).

For \( \theta \in \Theta \), let \( H_\theta \) be the spectral measure related to \( \ell(\cdot; \theta) \) [de Haan and Resnick 1977, Resnick 1987]: it is a finite measure defined on the unit simplex \( \Delta_{d-1} \) and it satisfies

\[ \ell(x; \theta) = \int_{\Delta_{d-1}} \max_{j=1,\ldots,d} w_j x_j \ H_\theta(dw), \quad x \in [0, \infty)^d. \]
Corollary 3.3 (Optimal weight matrix). In addition to the assumptions of Theorem 3.2, assume the following:

(C5) for all $\theta$ in the interior of $\Theta$, the matrix $\Gamma(\theta)$ in (3.5) has full rank;

(C6) the mapping $\theta \mapsto H_\theta$ is weakly continuous at $\theta_0$.

Assume $\hat{\theta}_n(0)$ converges in probability to $\theta_0$ and let $\hat{\theta}_n$ be the pairwise M-estimator with weight matrix $\hat{\Omega}_n = \Gamma(\hat{\theta}_n(0))^{-1}$. Then, with $M_{\text{opt}}$ as in (3.8), we have

$$\sqrt{k}(\hat{\theta}_n - \theta_0) \xrightarrow{d} N_p(0, M_{\text{opt}}(\theta_0)), \quad n \to \infty.$$  

For any choice of the positive definite matrix $\Omega$ in (3.7), the difference $M(\theta) - M_{\text{opt}}(\theta)$ is positive semi-definite.

In view of Corollary 3.3, we propose the following two-step procedure:

1. Compute the pairwise M-estimator $\hat{\theta}_n(0)$ with the weight matrix equal to the identity matrix, i.e., by minimizing $f_{n,k,I}$ in (3.4).

2. Calculate the pairwise M-estimator $\hat{\theta}_n$ by minimizing $f_{n,k,\hat{\Omega}_n}$ with $\hat{\Omega}_n = \Gamma^{-1}(\hat{\theta}_n(0))$.

We will see in Section 4.2 that this choice of $\hat{\Omega}_n$ indeed reduces the estimation error.

Calculating $M(\theta)$ can be a challenging task. The matrix $\Gamma(\theta)$ can become quite large since for a $d$-dimensional model, the maximal number of pairs is $d(d-1)/2$. In practice we will choose a smaller number of pairs: we will see in Section 4.2 that this even may have positive influence on the quality of our estimator. The entries of $\Gamma(\theta)$ are four-dimensional integrals of $E[B_{uv}(x_u, x_v)B_{u'v'}(x_{u'}, x_{v'})]$ for $\pi(m) = (u, v)$ and $\pi(m') = (u', v')$, $m = 1, \ldots, q$. Appendix B shows how to express the entries of $\Gamma(\theta)$ in the function $\ell$ and gives details on the implementation.

Finally, we present results that can be used for the construction of confidence regions and hypothesis tests.

Corollary 3.4. If the assumptions from Corollary 3.3 are satisfied, then

$$k(\hat{\theta}_n - \theta_0)^T M(\hat{\theta}_n)^{-1}(\hat{\theta}_n - \theta_0) \xrightarrow{d} \chi^2_p,$$  

as $n \to \infty$.

Let $r < p$ and $\theta = (\theta_1, \theta_2) \in \Theta$ with $\theta_1 \in \mathbb{R}^{p-r}$ and $\theta_2 \in \mathbb{R}^r$. Suppose we want to test $\theta_2 = \theta^*_2$ against $\theta_2 \neq \theta^*_2$. Write $\hat{\theta}_n = (\hat{\theta}_{1n}, \hat{\theta}_{2n})$ and let $M_2(\theta)$ be the $r \times r$ matrix corresponding to the lower right corner of $M(\theta)$.

Corollary 3.5. If the assumptions from Corollary 3.3 are satisfied and if $\theta_0 = (\theta_1, \theta^*_2) \in \Theta$ for some $\theta_1$, then

$$k(\hat{\theta}_{2n} - \theta^*_2)^T M_2(\hat{\theta}_{1n}, \theta^*_2)^{-1}(\hat{\theta}_{2n} - \theta^*_2) \xrightarrow{d} \chi^2_r.$$  

We will not prove these corollaries here, since their proofs are straightforward extensions of those in Einmahl et al. (2012, Corollary 4.3; Corollary 4.4).
4 Spatial models

4.1 Theory and definitions

The isotropic Brown–Resnick process on \( S \subset \mathbb{R}^2 \) is given by

\[
Z(s) = \max_{i \in \mathbb{N}} \xi_i \exp \{ \epsilon_i(s) - \gamma(s) \}, \quad s \in S,
\]

where \( \{ \xi_i \}_{i \geq 1} \) is a Poisson process on \((0, \infty)\) with intensity measure \( \xi^{-2} \, \mathrm{d}x \) and \( \{ \epsilon_i(\cdot) \}_{i \geq 1} \) are independent copies of a Gaussian process with stationary increments, \( \epsilon(0) = 0 \), variance \( 2\gamma(\cdot) \), and semi-variogram \( \gamma(\cdot) \). The process with \( \gamma(s) = (|s|/\rho)^\alpha \) appears as the only limit of (rescaled) maxima of stationary and isotropic Gaussian random fields \cite{Kabluchko_2009}; here \( \rho > 0 \) and \( 0 < \alpha \leq 2 \). Since isotropy is not a reasonable assumption for most spatial applications, we follow \cite{Blanchet_2011} and \cite{Engelke_2014} and introduce a transformation matrix \( V \) defined by

\[
V := V(\beta, c) := \begin{bmatrix} \cos \beta & -\sin \beta \\ c \sin \beta & c \cos \beta \end{bmatrix}, \quad \beta \in [0, \pi/2), \ c > 0,
\]

and a transformed space \( S' = \{ V^{-1} s : s \in S \} \), so that an isotropic process on \( S \) is transformed to an anisotropic process on \( S' \). For \( s' \in S' \) we focus on the anisotropic Brown–Resnick process

\[
Z_V(s') := Z(Vs') = \max_{i \in \mathbb{N}} \xi_i \exp \{ \epsilon_i(Vs') - \gamma(Vs') \}, \quad (4.1)
\]

whose semi-variogram is defined by

\[
\gamma_V(s') := \gamma(Vs') = \left\{ s'^T V^T V \frac{s'}{\rho^2} \right\}^{\alpha/2}.
\]

The pairwise stable tail dependence function for a pair \((u, v)\), corresponding to locations \((s'_u, s'_v)\), is given by

\[
\ell_{uv}(x_u, x_v) = x_u \Phi\left( \frac{a_{uv}}{2} + \frac{1}{a_{uv}} \log \frac{x_u}{x_v} \right) + x_v \Phi\left( \frac{a_{uv}}{2} + \frac{1}{a_{uv}} \log \frac{x_v}{x_u} \right),
\]

where \( a_{uv} := \sqrt{2\gamma(V(s'_u - s'_v))} \) and \( \Phi \) is the standard normal distribution function. Observe that the choice \( \alpha = 2 \) leads to

\[
a_{uv}^2 = 2\gamma(V(s'_u - s'_v)) = (s'_u - s'_v)^T \Sigma^{-1}(s'_u - s'_v), \quad \text{for some } \Sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{12} & \sigma_{22} \end{bmatrix},
\]

where \( \Sigma \) represents any valid \( 2 \times 2 \) covariance matrix. This submodel is known as the Gaussian extreme value process or simply the Smith model \cite{Smith_1990}. We will present simulation studies for processes in the domain of attraction, in the sense of \cite{Huser_2013}, of both the Smith model and the anisotropic Brown–Resnick process.

To calculate the weight matrix \( \Gamma(\theta)^{-1} \), we will need to compute integrals over the four-dimensional margins of the stable tail dependence function, see \cite{Huser_2013} and Appendix B. In \cite{Huser_2013} the following representation is given for \( \ell(x_1, \ldots, x_d; \theta) \) for general \( d \). If \( Z_V \) is defined as in (4.1) then for \( s_{u_1}, \ldots, s_{u_d} \in \mathbb{R}^2 \)

\[
\ell_{u_1,\ldots,u_d}(x_1, \ldots, x_d) = \sum_{i=1}^d x_i \Phi_{d-1}(\eta^{(i)}(1/x); R^{(i)})
\]

for
where
\[
\eta^{(i)}(x) = (\eta_1^{(i)}(x_1, x_i), \ldots, \eta_{i-1}^{(i)}(x_{i-1}, x_i), \eta_i^{(i)}(x_{i+1}, x_i), \ldots, \eta_d^{(i)}(x_d, x_i)) \in \mathbb{R}^{d-1},
\]
\[
\eta_j^{(i)}(x_j, x_i) = \sqrt{\gamma V(s_{u_i} - s_{u_j})/2} + \frac{\log(x_j/x_i)}{\sqrt{2\gamma V(s_{u_i} - s_{u_j})}} \in \mathbb{R},
\]
and \(R^{(i)} \in \mathbb{R}^{(d-1) \times (d-1)}\) is the correlation matrix with entries
\[
R_{jk}^{(i)} = \frac{\gamma V(s_{u_i} - s_{u_j}) + \gamma V(s_{u_i} - s_{u_k}) - \gamma V(s_{u_j} - s_{u_k})}{2\sqrt{\gamma V(s_{u_i} - s_{u_j})\gamma V(s_{u_i} - s_{u_k})}}, \quad j, k = 1, \ldots, d; \quad j, k \neq i.
\]

4.2 Simulation studies

In order to study the performance of the pairwise M-estimator when the underlying distribution function \(F\) satisfies (2.2) for a function \(\ell\) corresponding to the max-stable models described before, we generate random samples from Brown–Resnick processes and Smith models perturbed with additive noise. If \(Z = (Z_1, \ldots, Z_d)\) is a max-stable process observed at \(d\) locations, then we consider
\[
X_j = Z_j + \epsilon_j, \quad j = 1, \ldots, d,
\]
where \(\epsilon_j\) are independent half normally distributed random variables, corresponding to the absolute value of a normally distributed random variable with standard deviation \(1/2\). All simulations are done in R ([R Core Team, 2013]). Realizations of \(Z\) are simulated using the SpatialExtremes package ([Ribatet et al., 2013]).

Perturbed max-stable processes on a large grid.

Assume that we have \(d = 100\) locations on a 10 \times 10 unit distance grid. We simulate 500 samples of size \(n = 500\) from the perturbed Smith model with parameters
\[
\Sigma = \begin{bmatrix} 1.0 & 0.5 \\ 0.5 & 1.5 \end{bmatrix},
\]
and from a perturbed anisotropic Brown–Resnick process with parameters \(\alpha = 1, \rho = 3, \beta = 0.5\) and \(c = 0.5\). Instead of estimating \(\rho, \beta,\) and \(c\) directly, we estimate the three parameters of the matrix
\[
T = \begin{bmatrix} \tau_{11} & \tau_{12} \\ \tau_{12} & \tau_{22} \end{bmatrix} = \rho^{-2} V(\beta, c)^T V(\beta, c).
\]

In practice, this parametrization, which is in line with the one of the Smith model, often yields better results. We study the bias and root mean squared error (RMSE) for \(k \in \{25, 50, 75, 100\}\). We compare the estimators for two sets of pairs: one containing all pairs \((q = 4950)\) and one containing only pairs of neighbouring locations \((q = 342)\). Although the first option may sound like a time-consuming procedure, estimation of the parameters for one sample takes about 20 seconds for the Smith model and less than two minutes for the anisotropic Brown–Resnick process. We let the weight matrix \(\Omega\) be the \(q \times q\) identity matrix, since for so many pairs a data-driven computation of the optimal weight matrix is too
time-consuming. Figure 2 shows the bias and RMSE of \((\sigma_{11}, \sigma_{22}, \sigma_{12})\) for the Smith model. We see that great improvements are achieved by using only pairs of neighbouring locations and that the thus obtained estimator performs well. Using all pairs causes the parameters to have a large positive bias, which translates into a high RMSE. In general, distant pairs often lead to less dependence and hence less information about \(\ell\) and its parameters. Observe that small values of \(k\) are preferable, i.e. \(k = 25\) or \(k = 50\).

Figure 3 shows the bias and RMSE of the pairwise M-estimators of \((\alpha, \rho, \beta, c)\) for the anisotropic Brown–Resnick process. We see again that using only pairs of neighbouring locations improves the quality of estimation. The corresponding estimators perform well for the estimation of \(\alpha, \beta,\) and \(c\). The lesser performance when estimating \(\rho\) seems to be inherent to the Brown–Resnick process and appears regardless of the estimation procedure: see for example Engelke et al. (2014) or Wadsworth and Tawn (2013), who both report a positive bias of \(\rho\) for small sample sizes. Compared to those for the Smith model, the values of \(k\) for which the estimation error is smallest are higher, i.e., \(k = 50\) or \(k = 75\).

A perturbed Brown–Resnick process on a small grid with optimal weight matrix.

We consider \(d = 12\) locations on an equally spaced unit distance \(4 \times 3\) grid. We simulate 500 samples of size \(n = 1000\) from an anisotropic Brown–Resnick process with parameters \(\alpha = 1.5, \rho = 1, \beta = 0.25\) and \(c = 1.5\). We study the bias, standard deviation, and RMSE for \(k \in \{25, 75, 125\}\). Three estimation methods are compared: one containing all pairs \((q = 66)\), one containing only pairs of neighbouring locations \((q = 29)\), and one using optimal weight matrices chosen according to the two-step procedure described after Corollary 3.3, based on the 29 pairs of neighbouring locations. In line with the theory the weighted estimators have lower (or equal) standard deviation (and RMSE) than the unweighted estimators. The difference is clearest for low \(k\) for \(\alpha\) and \(\rho\).

Comparison with Engelke et al. (2014).

To compare the pairwise M-estimator with the one from Engelke et al. (2014), we consider the setting used in the simulation study of the latter paper: we simulate 500 samples of size 8000 of the univariate Brown–Resnick process on an equidistant grid on the interval \([0, 3]\) with step size 0.1. The parameters of the model are \((\alpha, \rho) = (1, 1)\). We estimate the unknown parameters for \(k = 500\) and 140 pairs, so that the locations of the selected pairs are at most a distance 0.5 apart. We use the identity weight matrix, since in this particular setting the weight matrix is very large and, as far as we could tell from some preliminary experiments, it leads to only a small reduction in estimation error. Asymptotically we see a reduction of the standard deviations of about 13% for \(\alpha\) and 3% for \(\rho\). In Figure 5 below, the results are presented in the form of boxplots, to facilitate comparison with Figure 2 in Engelke et al. (2014). Our procedure turns out to perform equally well for the estimation of \(\alpha\) and only slightly worse when estimating \(\rho\). It is to be kept in mind that, whereas the method in Engelke et al. (2014) is tailor-made for the Brown–Resnick process, our method is designed to work for general parametric models.

4.3 Application: speeds of wind gusts

Using extreme value theory to estimate the frequency and magnitude of extreme wind events or to estimate the return levels for (extremely) long return periods is not a novelty in the fields of meteorology and climatology. Numerous research papers published in the last 20–25
Figure 2: Bias and RMSE for estimators of $\sigma_{11} = 1$ (top), $\sigma_{22} = 1.5$ (middle), and $\sigma_{12} = 1.5$ (bottom) for the perturbed 100-dimensional Smith model with identity weight matrix; 500 replications of $n = 500$. 
Figure 3: Bias and RMSE for estimators of $\alpha = 1$ (top), $\rho = 3$ (top middle), $\beta = 0.5$ (bottom middle) and $c = 0.5$ (bottom) for the perturbed 100-dimensional Brown–Resnick process with identity weight matrix; 500 replications of $n = 500$. 
Figure 4: Bias, standard deviation and RMSE for estimators of $\alpha = 1.5$ (top), $\rho = 1$ (top middle), $\beta = 0.25$ (bottom middle) and $c = 1.5$ (bottom) for the perturbed 12-dimensional Brown–Resnick process; 500 replications of $n = 1000$. 
years are applying methods from extreme value theory to treat those estimation problems, see, for example, Karpa and Naess (2013); Ceppi et al. (2008); Palutikof et al. (1999) and the references therein. However, until very recently, all statistical approaches were univariate. The scientific and computational advancements nowadays facilitate the usage of high-dimensional or spatial models. In Engelke et al. (2014) and Oesting et al. (2013), for instance, Brown–Resnick processes are used to model wind speed data.

We consider a data set from the Royal Netherlands Meteorological Institute (KNMI), consisting of the daily maximal speeds of wind gusts, which are measured in 0.1 m/s. The data are observed at 35 weather stations in the Netherlands, over the time period from January 1, 1990 to May 16, 2012. The data set is freely available from http://www.knmi.nl/climatology/daily_data/selection.cgi. Due to the strong influence of the sea on the wind speeds in the coastal area, we only consider the inland stations, of which we removed three stations with more than 1000 missing observations. The thus obtained 22 stations and the remaining amount of missing data per station are shown in the left panel of Figure 6. We aggregate the daily maxima to three-day maxima in order to minimize temporal dependence and we also restrict our observation period to the summer season (June, July and August) to obtain more or less equally distributed data. Finally, we use the “complete deletion approach” for the remaining missing data and obtain a data set with $n = 563$ observations.

We consider the function $\ell$ corresponding to the Brown–Resnick process (see Section 4.1) and we first test, based on the $q = 29$ pairs of stations that are at most 50 kilometers apart, if the isotropic process suffices for the above data. In the reparametrization introduced in Section 4.2, the case $\tau_{11} = \tau_{22}$ and $\tau_{12} = 0$ corresponds to isotropy. Using Corollary 3.5 and the test statistic

$$k \left( \hat{\tau}_{11} - \hat{\tau}_{22}, \hat{\tau}_{12} \right) M_2 \left( \hat{\alpha}, \hat{\tau}_{11} + \hat{\tau}_{22}, 0, 0 \right)^{-1} \left( \hat{\tau}_{11} - \hat{\tau}_{22}, \hat{\tau}_{12} \right)^T,$$

with $k = 50$, we obtain a value of 0.227, corresponding to a $p$-value of 0.89, so we can not
reject the null hypothesis and we proceed to estimate the parameters corresponding to the isotropic Brown–Resnick process, using the optimal weight matrix chosen according to the two-step procedure described after Corollary 3.3. The estimates, with standard errors in parentheses, are \( \alpha = 0.408 \) (0.171) and \( \rho = 0.634 \) (0.344) for \( k = 50 \). We see that the Smith model would not fit these data well since \( \alpha \) is much smaller than 2.

To visually assess the goodness-of-fit, we plot, in the right panel of Figure 6, the 29 nonparametric estimates of the extremal coefficient function \( \ell(1, 1) \) and the values computed from the model (the curve) against the estimated distances \( a_{uv} = \sqrt{2\gamma_{V}(s_u - s_v)} \) for the 29 pairs of stations. It is more in line with our M-estimator, which uses integration over \([0, 1]^2\), to focus on the center \((1/2, 1/2)\) instead of the vertex \((1, 1)\) of the unit square. Hence, we use the homogeneity of \( \ell \) to replace \( \ell(1, 1) \) with \( 2\ell(1/2, 1/2) \) and then estimate the latter with \( 2\hat{\ell}_{n,k}(1/2, 1/2) \), see (3.1). The nonparametric estimates of \( \ell(1, 1) \) in the figure are obtained in this way. Observe that these estimates of \( \ell(1, 1) \) have a reasonably high variability, even when considering only a small interval for the distances \( a_{uv} \). This explains why the curve cannot fit the points very well.

![Figure 6: KNMI weather stations (left). Estimates of the extremal coefficient function (right).](image)

A Proofs

The notations are as in Section 3. Let \( \hat{\Theta}_n \) denote the (possibly empty) set of minimizers of the function

\[ f_{n,k,\hat{\Theta}_n}(\theta) = L_{n,k}(\theta)^T \hat{\Theta}_n L_{n,k}(\theta) =: \Vert L_{n,k}(\theta) \Vert_{\hat{\Theta}_n}^2. \]

Write \( \delta_0 \) for the Dirac measure concentrated at zero. Recall that to each \( m \in \{1, \ldots, q\} \) there corresponds a pair of indices \( \pi(m) = (u, v) \) with \( 1 \leq u < v \leq d \). Let \( \mu = (\mu_1, \ldots, \mu_q)^T \) denote a column vector of measures on \( \mathbb{R}^d \) whose \( m \)-th element is defined as

\[ \mu_m(d\mathbf{x}) = \mu_m(d\mathbf{x}_1 \times \cdots \times d\mathbf{x}_d) = \mu_{m1}(d\mathbf{x}_1) \times \cdots \times \mu_{md}(d\mathbf{x}_d) := d\mathbf{x}_u d\mathbf{x}_v \prod_{j \neq u, v} \delta_0(d\mathbf{x}_j), \]
so that $\mu_{mj}$ is the Lebesgue measure if $j = u$ or $j = v$, and $\mu_{mj}$ is the Dirac measure at zero for $j \neq u, v$. Using the measures $\mu_m$ allows us to write

$$L_{n,k}(\theta) = \left( \int_{[0,1]^d} \left\{ \tilde{\ell}_{n,k}(x) - \ell(x; \theta) \right\} \mu_m(dx) \right)_{m=1}^q = \int \tilde{\ell}_{n,k} \mu - \psi(\theta).$$

**Lemma A.1.** If $0 < \lambda_{n,1} \leq \ldots \leq \lambda_{n,q}$ and $0 < \lambda_1 \leq \ldots \leq \lambda_q$ denote the ordered eigenvalues of the symmetric matrices $\hat{\Omega}_n$ and $\Omega \in \mathbb{R}^{q \times q}$, respectively, then, as $n \to \infty$,

$$\hat{\Omega}_n \xrightarrow{P} \Omega \quad \text{implies} \quad (\lambda_{n,1}, \ldots, \lambda_{n,q}) \xrightarrow{P} (\lambda_1, \ldots, \lambda_q).$$

**Proof of Lemma A.1.** The convergence $\hat{\Omega}_n \xrightarrow{P} \Omega$ elementwise implies $\|\hat{\Omega}_n - \Omega\| \xrightarrow{P} 0$ for any matrix norm $\| \cdot \|$ on $\mathbb{R}^{q \times q}$. If we take the spectral norm $\| \Omega \|$ (i.e., $\| \Omega \|^2$ is the largest eigenvalue of $\Omega^T \Omega$), then Weyl’s perturbation theorem ([Jiang, 2010] page 145) states that

$$\max_{i=1,\ldots,q} |\lambda_{n,i} - \lambda_i| \leq \|\hat{\Omega}_n - \Omega\|,$$

so that the desired result follows immediately.

By the diagonalization of $\hat{\Omega}_n$ in terms of its eigenvectors and eigenvalues, the norm $\| \cdot \|_{\Omega_n}$ is equivalent to the Euclidian norm $\| \cdot \|$ in the sense that

$$\lambda_{n,1} \|L_{n,k}(\theta)\|^2 \leq \|L_{n,k}(\theta)\|_{\Omega_n}^2 \leq \lambda_{n,q} \|L_{n,k}(\theta)\|^2.$$

**Proof of Theorem 3.1.** Let $\varepsilon_0 > 0$ be such that the closed ball $B_{\varepsilon_0}(\theta_0) = \{ \theta : \| \theta - \theta_0 \| \leq \varepsilon_0 \}$ is a subset of $\Theta$; such an $\varepsilon_0$ exists since $\theta_0$ is an interior point of $\Theta$. Fix $\varepsilon > 0$ such that $0 < \varepsilon \leq \varepsilon_0$. We show first that

$$\mathbb{P}[\hat{\Theta}_n \neq \emptyset \text{ and } \hat{\Theta}_n \subset B_{\varepsilon}(\theta_0)] \to 1, \quad n \to \infty. \quad \text{(A.1)}$$

Because $\psi$ is a homeomorphism, there exists $\delta > 0$ such that for $\theta \in \Theta$, $\|\psi(\theta) - \psi(\theta_0)\| \leq \delta$ implies $\| \theta - \theta_0 \| \leq \varepsilon$. Equivalently, for every $\theta \in \Theta$ such that $\| \theta - \theta_0 \| > \varepsilon$ we have $\|\psi(\theta) - \psi(\theta_0)\| > \delta$. Define the event

$$A_n = \left\{ \left\| \psi(\theta_0) - \int \hat{\ell}_{n,k} \mu \right\| \leq \frac{\delta \sqrt{\lambda_{n,1}}}{2 + \sqrt{\lambda_{n,q}}} \right\}.$$

If $\theta \in \Theta$ is such that $\| \theta - \theta_0 \| > \varepsilon$, then on the event $A_n$, we have

$$\|L_{n,k}(\theta)\|_{\Omega_n} = \left\| \psi(\theta_0) - \psi(\theta) - \left( \psi(\theta_0) - \int \hat{\ell}_{n,k} \mu \right) \right\|_{\Omega_n} \geq \|\psi(\theta_0) - \psi(\theta)\|_{\Omega_n} - \left\| \psi(\theta_0) - \int \hat{\ell}_{n,k} \mu \right\|_{\Omega_n} \geq \sqrt{\lambda_{n,1}} \|\psi(\theta_0) - \psi(\theta)\| - \sqrt{\lambda_{n,q}} \left\| \psi(\theta_0) - \int \hat{\ell}_{n,k} \mu \right\| \geq \delta \sqrt{\lambda_{n,1}} - \delta \sqrt{\lambda_{n,1} \lambda_{n,q}} = \frac{2 \delta \sqrt{\lambda_{n,1}}}{2 + \sqrt{\lambda_{n,q}}}. $$
It follows that on $A_n$,
\[
\inf_{\theta : \|\theta - \theta_0\| \geq \varepsilon} \|L_{n,k}(\theta)\|_{\Omega_n} \geq \frac{2\delta \sqrt{\lambda_n}}{2 + \sqrt{\lambda_n}} > \left\| \psi(\theta) - \int \hat{\ell}_{n,k} \mu \right\| \geq \inf_{\theta : \|\theta - \theta_0\| \leq \varepsilon} \left\| \psi(\theta) - \int \hat{\ell}_{n,k} \mu \right\|.
\]

The infimum on the right-hand side is actually a minimum since $\psi$ is continuous and $B_{\varepsilon}(\theta_0)$ is compact. Hence on $A_n$ the set $\hat{\Theta}_n$ is non-empty and $\hat{\Theta}_n \subset B_{\varepsilon}(\theta_0)$.

To show (A.1), it remains to be shown that $\mathbb{P}[A_n] \to 1$ as $n \to \infty$. Uniform consistency of $\hat{\ell}_{n,k}$ for $d = 2$ was shown in Huang (1992); see also de Haan and Ferreira (2006, page 237). The proof for $d > 2$ is a straightforward extension. By the continuous mapping theorem, it follows that $\int \hat{\ell}_{n,k} \mu$ is consistent for $\int \ell \mu = \psi(\theta_0)$. By Lemma A.1, $\lambda_{n,m}$ is consistent for $\lambda_m$ for all $m \in \{1, \ldots, q\}$. This yields $\mathbb{P}[A_n] \to 1$ and thus (A.1).

Next we wish to prove that, with probability tending to one, $\hat{\Theta}_n$ has exactly one element, i.e., the function $f_{n,k,\hat{\Omega}_n}$ has a unique minimizer. To do so, we will show that there exists $\varepsilon_1 \in (0, \varepsilon_0]$ such that, with probability tending to one, the Hessian of $f_{n,k,\hat{\Omega}_n}$ is positive definite on $B_{\varepsilon_1}(\theta_0)$ and thus $f_{n,k,\hat{\Omega}_n}$ is strictly convex on $B_{\varepsilon_1}(\theta_0)$. In combination with (A.1) for $\varepsilon \in (0, \varepsilon_1]$, this will yield the desired conclusion.

For $\theta \in \Theta$, define the symmetric $p \times p$ matrix $H(\theta; \theta_0)$ by
\[
(H(\theta; \theta_0))_{i,j} := 2 \left( \frac{\partial \psi(\theta)}{\partial \theta_j} \right)^T \Omega \left( \frac{\partial \psi(\theta)}{\partial \theta_i} \right) - 2 \left( \frac{\partial^2 \psi(\theta)}{\partial \theta_j \partial \theta_i} \right) \Omega \left( \psi(\theta_0) - \psi(\theta) \right)
\]
for $i, j \in \{1, \ldots, p\}$. The map $\theta \mapsto H(\theta; \theta_0)$ is continuous and
\[
H(\theta_0) := H(\theta_0; \theta_0) = 2 \hat{\psi}(\theta_0)^T \Omega \hat{\psi}(\theta_0),
\]
is a positive definite matrix. Let $\| \cdot \|$ denote a matrix norm. By an argument similar to that in the proof of Lemma A.1, there exists $\eta > 0$ such that every symmetric matrix $A \in \mathbb{R}^{p \times p}$ with $\|A - H(\theta_0)\| \leq \eta$ has positive eigenvalues and is therefore positive definite. Let $\varepsilon_1 \in (0, \varepsilon_0]$ be sufficiently small such that the second-order partial derivatives of $\psi$ are continuous on $B_{\varepsilon_1}(\theta_0)$ and such that $\|H(\theta; \theta_0) - H(\theta_0)\| \leq \eta/2$ for all $\theta \in B_{\varepsilon_1}(\theta_0)$.

Let $H_{n,k,\hat{\Omega}_n}(\theta) \in \mathbb{R}^{p \times p}$ denote the Hessian matrix of $f_{n,k,\hat{\Omega}_n}$. Its $(i,j)$-th element is
\[
(H_{n,k,\hat{\Omega}_n}(\theta))_{i,j} = \frac{\partial^2 \psi(\theta)}{\partial \theta_j \partial \theta_i} - 2 \left( \frac{\partial L_{n,k}(\theta)}{\partial \theta_j} \hat{\Omega}_n \frac{\partial \psi(\theta)}{\partial \theta_i} \right) = 2 \left( \frac{\partial \psi(\theta)}{\partial \theta_j} \right)^T \hat{\Omega}_n \left( \frac{\partial \psi(\theta)}{\partial \theta_i} \right) - 2 \left( \frac{\partial^2 \psi(\theta)}{\partial \theta_j \partial \theta_i} \right) \hat{\Omega}_n L_{n,k}(\theta).
\]

Since $L_{n,k}(\theta) = \int \hat{\ell}_{n,k} \mu - \psi(\theta)$ and since $\int \hat{\ell}_{n,k} \mu$ converges in probability to $\psi(\theta_0)$, we obtain
\[
\sup_{\theta \in B_{\varepsilon_1}(\theta_0)} \|H_{n,k,\hat{\Omega}_n}(\theta) - H(\theta; \theta_0)\| \xrightarrow{P} 0, \quad n \to \infty. \tag{A.2}
\]

By the triangle inequality, it follows that
\[
\mathbb{P} \left[ \sup_{\theta \in B_{\varepsilon_1}(\theta_0)} \|H_{n,k,\hat{\Omega}_n}(\theta) - H(\theta_0)\| \leq \eta \right] \to 1, \quad n \to \infty.
\]

In view of our choice for $\eta$, this implies that, with probability tending to one, $H_{n,k}(\theta)$ is positive definite for all $\theta \in B_{\varepsilon_1}(\theta_0)$, as required.

\[\Box\]
Proof of Theorem 3.2. First note that, as \( n \to \infty \),
\[
\sqrt{n} L_{n,k}(\theta_0) \xrightarrow{d} B, \quad \text{where } B \sim N_p(0, \Gamma(\theta_0)).
\]
This follows directly from Einmahl et al. (2012, Proposition 7.3) by replacing \( g(x) \, dx \) with \( \mu(dx) \). Also, from (C2) and Slutsky’s lemma, we have
\[
\sqrt{n} \nabla f_{n,k,\hat{\Omega}_n}(\theta_0) = -2\sqrt{n} L_{n,k}(\theta_0)^T \hat{\Omega}_n \dot{\psi}(\theta_0) \xrightarrow{d} -2 B^T \Omega \dot{\psi}(\theta_0) \sim N_p(0, 4 \dot{\psi}(\theta_0)^T \Omega \dot{\psi}(\theta_0)).
\]
Since \( \hat{\theta}_n \) is a minimizer of \( \hat{f}_{k,n} \) we have \( \nabla f_{n,k,\hat{\Omega}_n}(\hat{\theta}_n) = 0 \). Applying the mean value theorem to the function \( t \mapsto \nabla f_{n,k,\hat{\Omega}_n}(\theta_0 + t(\hat{\theta}_n - \theta_0)) \) at \( t = 0 \) and \( t = 1 \) yields
\[
0 = \nabla f_{n,k,\hat{\Omega}_n}(\hat{\theta}_n) = \nabla f_{n,k,\hat{\Omega}_n}(\theta_0) + \mathcal{H}_{n,k,\hat{\Omega}_n}(\hat{\theta}_n)(\hat{\theta}_n - \theta_0)
\]
where \( \hat{\theta}_n \) is a random vector on the segment connecting \( \theta_0 \) and \( \hat{\theta}_n \). As \( \hat{\theta}_n \xrightarrow{p} \theta_0 \), we have \( \hat{\theta}_n \xrightarrow{p} \theta_0 \) too. By \( \text{[A.2]} \) and continuity of \( \theta \mapsto \mathcal{H}(\theta; \theta_0) \), it then follows that \( \mathcal{H}_{n,k,\hat{\Omega}_n}(\hat{\theta}_n) \xrightarrow{p} \mathcal{H}(\theta_0) \). Putting these facts together, we conclude that
\[
\sqrt{n}(\hat{\theta}_n - \theta_0) = -\left(\mathcal{H}_{n,k,\hat{\Omega}_n}(\hat{\theta}_n)\right)^{-1} \sqrt{n} \nabla f_{n,k,\hat{\Omega}_n}(\theta_0) \xrightarrow{d} N_p(0, M(\theta_0)),
\]
as required. \( \square \)

Proof of Corollary 3.3. Assumption (C6) implies that the map \( \theta \mapsto \Gamma(\theta) \) is continuous at \( \theta_0 \) (Einmahl et al. 2008, Lemma 7.2). Further, \( \Gamma^{-1}(\hat{\theta}_n^{(0)}) \) converges in probability to \( \Gamma^{-1}(\theta_0) \), because of the continuous mapping theorem and the fact that \( \hat{\theta}_n^{(0)} \) is a consistent estimator of \( \theta_0 \). Finally, the choice \( \Omega_{\text{opt}} = \Gamma^{-1}(\theta) \) in (3.7) leads to the minimal matrix \( M_{\text{opt}}(\theta) \) in (3.8); see for example Abadir and Magnus (2005, page 339). \( \square \)

B Calculating the asymptotic variance matrix

Fix the function \( \pi \) describing the pairs, and let for \( m, m' \in \{1, \ldots, q\} \), \( \pi(m) = (u, v) \) and \( \pi(m') = (u', v') \). Let \( \ell_{uv,1}(x_u, x_v) \) and \( \ell_{uv,2}(x_u, x_v) \) denote the partial derivatives of \( \ell_{uv}(x_u, x_v) \) with respect to \( x_u \) and \( x_v \) respectively and define
\[
W_{\ell,uv} = W_A(\{x \in [0, \infty)^2 \setminus \{ (\infty, \infty) \} : w_u \leq x_u \text{ or } w_v \leq x_v \}).
\]

Note that
\[
B_{uv}(x_u, x_v) = W_{\ell,uv}(x_u, x_v) - \ell_{uv,1}(x_u, x_v)W_{\ell,u}(x_u) - \ell_{uv,2}(x_u, x_v)W_{\ell,v}(x_v).
\]
The \((m, m')\)-th entry of \( \Gamma(\theta) \in \mathbb{R}^{q \times q} \) from (3.5) is given by
\[
\int_{[0,1]^4} \mathbb{E}[B_{uv}(x_u, x_v)B_{uv'}(x_{u'}, x_{v'})] \, dx = \int_{[0,1]^4} (T_1 - T_2 - T_3 + T_4 + T_5) \, dx,
\]
for \( x = (x_u, x_v, x_{u'}, x_{v'}) \) where
\[
T_1 = \mathbb{E}[W_{\ell,uv}(x_u, x_v)W_{\ell,u'v'}(x_{u'}, x_{v'})],
\]
and
Similar calculations for the other terms yield

\[ T_2 = \hat{\ell}_{u'v'}(x_{u'}, x_{v'}) \mathbb{E}[W_{\ell,u}(x_{u}, x_{v})W_{\ell,v'}(x_{u'})] + \hat{\ell}_{u'v'}(x_{u'}, x_{v'}) \mathbb{E}[W_{\ell,u'}(x_{u'}, x_{v'})], \]
\[ T_3 = \hat{\ell}_{uv}(x_{u}, x_{v}) \mathbb{E}[W_{\ell,u}(x_{u})W_{\ell,u'}(x_{u'}, x_{v'})] + \hat{\ell}_{uv}(x_{u}, x_{v}) \mathbb{E}[W_{\ell,v'}(x_{u'})W_{\ell,v'}(x_{v'})], \]
\[ T_4 = \hat{\ell}_{uv}(x_{u}, x_{v}) \hat{\ell}_{u'v'}(x_{u'}, x_{v'}) \mathbb{E}[W_{\ell,u}(x_{u})W_{\ell,u'}(x_{u'})] + \hat{\ell}_{uv}(x_{u}, x_{v}) \hat{\ell}_{u'v'}(x_{u'}, x_{v'}) \mathbb{E}[W_{\ell,u}(x_{u})W_{\ell,v'}(x_{v'})], \]
\[ T_5 = \hat{\ell}_{uv}(x_{u}, x_{v}) \hat{\ell}_{u'v'}(x_{u'}, x_{v'}) \mathbb{E}[W_{\ell,v}(x_{v})W_{\ell,u'}(x_{u'})] + \hat{\ell}_{uv}(x_{u}, x_{v}) \hat{\ell}_{u'v'}(x_{u'}, x_{v'}) \mathbb{E}[W_{\ell,v}(x_{v})W_{\ell,v'}(x_{v'})]. \]

Suppose \((u, v, u', v')\) are all different and define the sets

\[ A_{ij}(z_i, z_j) = \{ w \in [0, \infty)^d \setminus \{ (\infty, \ldots, \infty) \} : w_i \leq z_i \text{ or } w_j \leq z_j \}. \]

Then

\[ \mathbb{E}[W_{\ell,uv}(x_{u}, x_{v})W_{\ell,u'v'}(x_{u'}, x_{v'})] = \mathbb{E}[W_{\Lambda}(A_{uv}(x_{u}, x_{v}))W_{\Lambda}(A_{u'v'}(x_{u'}, x_{v'}))] = \Lambda(A_{uv}(x_{u}, x_{v}) \cap A_{u'v'}(x_{u'}, x_{v'})) + \Lambda(A_{uv}(x_{u}, x_{v})) + \Lambda(A_{u'v'}(x_{u'}, x_{v'})) - \Lambda(A_{uv}(x_{u}, x_{v}) \cup A_{u'v'}(x_{u'}, x_{v'})) = \ell_{uv}(x_{u}, x_{v}) + \ell_{u'v'}(x_{u'}, x_{v'}) - \ell_{uvu'v'}(x_{u}, x_{v}, x_{v'}, x_{u'}). \]

Similar calculations for the other terms yield

\[ T_1 = \ell_{uv}(x_{u}, x_{v}) + \ell_{u'v'}(x_{u'}, x_{v'}) - \ell_{uvu'v'}(x_{u}, x_{v}, x_{u'}, x_{v'}), \]
\[ T_2 = \hat{\ell}_{u'v'}(x_{u'}, x_{v'})[\ell_{uv}(x_{u}, x_{v}) + x_{u'} - \ell_{uvu'}(x_{u}, x_{v}, x_{u'})] + \ell_{u'v'}(x_{u'}, x_{v'})[\ell_{uv}(x_{u}, x_{v}) + x_{v'} - \ell_{uvv'}(x_{u}, x_{v}, x_{v'})], \]
\[ T_3 = \hat{\ell}_{uv}(x_{u}, x_{v})[\ell_{u'v'}(x_{u'}, x_{v'}) + x_{u'} - \ell_{uvu'}(x_{u}, x_{v}, x_{u'})] + \ell_{uv}(x_{u}, x_{v})[\ell_{u'v'}(x_{u'}, x_{v'}) + x_{v'} - \ell_{uvv'}(x_{u}, x_{v}, x_{v'})], \]
\[ T_4 = \hat{\ell}_{uv}(x_{u}, x_{v})[\ell_{u'v'}(x_{u'}, x_{v'}) + x_{u'} - \ell_{uvu'}(x_{u}, x_{v}, x_{u'})] + \ell_{uv}(x_{u}, x_{v})[\ell_{u'v'}(x_{u'}, x_{v'}) + x_{v'} - \ell_{uvv'}(x_{u}, x_{v}, x_{v'})], \]
\[ T_5 = \hat{\ell}_{uv}(x_{u}, x_{v})[\ell_{u'v'}(x_{u'}, x_{v'}) + x_{v'} - \ell_{uvv'}(x_{u}, x_{v}, x_{v'})] + \ell_{uv}(x_{u}, x_{v})[\ell_{u'v'}(x_{u'}, x_{v'}) + x_{u'} - \ell_{uvu'}(x_{u}, x_{v}, x_{u'})]. \]

Integrating directly over \(T_1, \ldots, T_5\) is very slow, so we would like to simplify as many terms as possible. Introduce the notations

\[ I(u, v) := \int_0^1 \int_0^1 \ell_{uv}(x_{u}, x_{v}) \, dx_u \, dx_v, \]
\[ I(u; v) := \int_0^1 \ell_{uv}(x_{u}, x_{v}) \, dx_v, \]
\[ I_u(u; v) := \int_0^1 \frac{\partial \ell_{uv}(x_{u}, x_{v})}{\partial x_u} \, dx_v. \]

Now we can write the four-dimensional integrals in (B.1) as:

\[ \int_{[0,1]^4} T_1 = I(u, v) + I(u', v') - \int_{[0,1]^4} \ell_{uvu'v'}(x_{u}, x_{v}, x_{u'}, x_{v'}) \, dx_u dx_v dx_{u'} dx_{v'}. \]
\begin{align*}
\int_{[0,1]^4} T_2 &= I(u,v)[2I(u',v';1) - 1] + 2I(u',v';1) - 2I(u',v') \\
&\quad - \int_{[0,1]^3} I_u(u',v';x_u')\ell_{uu}(x_u,x_u')\,dx_u\,dx_u' \\
&\quad - \int_{[0,1]^3} I_v(u',v';x_v')\ell_{uv}(x_v,x_v')\,dx_v\,dx_v'.
\end{align*}

\begin{align*}
\int_{[0,1]^4} T_3 &= I(u',v')[2I(u,v;1) - 1] + 2I(u,v;1) - 2I(u,v) \\
&\quad - \int_{[0,1]^3} I_u(u,v;x_u)\ell_{uu}(x_u,x_u',x_u')\,dx_u\,dx_u' \\
&\quad - \int_{[0,1]^3} I_v(u,v;x_v)\ell_{uv}(x_v,x_v',x_v')\,dx_v\,dx_v'.
\end{align*}

\begin{align*}
\int_{[0,1]^4} T_4 &= [I(u,v) - I(u,v;1)][1 - 2I(u',v';1)] + [I(u',v') - I(u',v';1)][1 - 2I(u,v;1)] \\
&\quad - \int_{[0,1]^2} I_u(u,v;x_u)I_u(u',v';x_u')\ell_{uu}(x_u,x_u')\,dx_u\,dx_u' \\
&\quad - \int_{[0,1]^2} I_v(u,v;x_v)I_v(u',v';x_v')\ell_{uv}(x_v,x_v')\,dx_v\,dx_v'.
\end{align*}

\begin{align*}
\int_{[0,1]^4} T_5 &= [I(u,v) - I(u,v;1)][1 - 2I(u',v';1)] + [I(u',v') - I(u',v';1)][1 - 2I(u,v;1)] \\
&\quad - \int_{[0,1]^2} I_u(u,v;x_u)I_v(u',v';x_v')\ell_{uv}(x_u,x_v')\,dx_u\,dx_v' \\
&\quad - \int_{[0,1]^2} I_v(u,v;x_v)I_u(u',v';x_u')\ell_{uv}(x_v,x_u')\,dx_v\,dx_u'.
\end{align*}

For the Brown–Resnick process, the integrals \(I(u,v), I(u,v;x_u)\) and \(I_u(u,v;x_u)\) are analytically computable. To calculate \(I(u,v)\), do the change of variables \(1/2\log(x_u/x_v) = z_1\) and \(1/2\log(x_u/x_v) = z_2\), so that \(dx_u\,dx_v = 2\exp(2z_2)dz_1\,dz_2\) and the area we integrate over is the area between the lines \(z_2 = z_1\) and \(z_2 = -z_1\) for \(z_2 < 0\). We obtain, for \(a = a_{uv} = \sqrt{2\gamma(V(s_u - s_v))}\)

\[
\int_0^1 \int_0^1 \ell_{uv}(x_u,x_v)\,dx_u\,dx_v = \int_{z_1 = -\infty}^{\infty} \int_{z_2 = -\infty}^{-|z_1|} e^{z_2 + z_1} \Phi \left( \frac{a}{2} + \frac{2z_1}{a} \right) \\
+ e^{z_2 - z_1} \Phi \left( \frac{a}{2} - \frac{2z_1}{a} \right) 2e^{2z_2} \,dz_2\,dz_1 \\
= \Phi(a/2) + \frac{e^{a^2} \Phi(-3a/2)}{3}.
\]

The other two integrals are given by

\[
I(u,v;x_u) = \Phi \left( \frac{a}{2} - \frac{\log x_u}{a} \right) + x_u \Phi \left( \frac{a}{2} + \frac{\log x_u}{a} \right) + x_u^2 e^{a^2} \Phi \left( -\frac{3a}{2} - \frac{\log x_u}{a} \right),
\]

\[
I_u(u,v;x_u) = \Phi \left( \frac{a}{2} + \frac{\log x_u}{a} \right) + x_u e^{a^2} \Phi \left( -\frac{3a}{2} - \frac{\log x_u}{a} \right).
\]
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