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Abstract

Kriging or Gaussian process (GP) modeling is an interpolation method that assumes the outputs (responses) are more correlated, the closer the inputs (explanatory or independent variables) are. A GP has unknown (hyper)parameters that must be estimated; the standard estimation method uses the "maximum likelihood" criterion. However, big data make it hard to compute the estimates of these GP parameters, and the resulting Kriging predictor and the variance of this predictor. To solve this problem, some authors select a relatively small subset from the big set of previously observed "old" data; their method is sequential and depends on the variance of the Kriging predictor. The resulting designs turn out to be "local"; i.e., most design points are concentrated around the point to be predicted. We develop three alternative one-shot methods that do not depend on GP parameters: (i) select a small subset such that this subset still covers the original input space—albeit coarser; (ii) select a subset with relatively many—but not all—combinations close to the new combination that is to be predicted, and (iii) select a subset with the nearest neighbors (NNs) of this new combination. To evaluate these designs, we compare their squared prediction errors in several numerical (Monte Carlo) experiments. These experiments show that our NN design is a viable alternative for the more sophisticated sequential designs.

Keywords: Kriging; Gaussian process; big data; experimental design; nearest neighbor

JEL: C0, C1, C9, C15, C44

1 Introduction

Kriging or Gaussian process (GP) modeling is a popular statistical method for interpolation of input/output (I/O) data; these inputs are also called explanatory or independent variables, and these outputs are also called responses. Kriging is applied in many scientific disciplines; e.g., operations research / management science (OR/MS), engineering, machine learning, and geostatistics. Each discipline uses its own terminology; we use the terminology of OR/MS,
especially, simulation. In this publication we assume that the I/O data are noise-free (as in deterministic simulation or computer experiments), so Kriging is an *exact* interpolator; i.e., the Kriging predictions for old input combinations or "points" are exactly equal to the previously observed outputs for these "old" combinations. Furthermore, we assume that the goal of Kriging is to predict the output for a "new" point; other goals (namely, validation, sensitivity analysis, optimization, and uncertainty analysis) are discussed in Kleijnen (2017).

Note: If the output data have noise (caused by pseudorandom numbers (PRNs) in discrete-event simulation or by observation error in real-life applications), then the Kriging predictor is not an exact interpolator. Hasty readers may skip paragraphs that start with "Note:"

Prediction through Kriging may be applied in real-time on-line decision-making. Kamiński (2015) observes that Kriging may be applied to simulation offered as a service over the Internet to end-users; e.g., a complex financial simulation predicts the output, given an investor's portfolio allocation decision. Such simulations can be rather time-consuming, whereas financial analysts prefer fast responses from the Internet; such fast responses can be provided by Kriging. Fouladinejad et al. (2017) also uses Kriging (besides neural nets) for a real-time driving simulator.

Big data is everywhere; see Xu et al. (2016). We distinguish between big data generated by real systems and by simulation models (of real systems, existing or planned). Big data on real systems are provided by electronic data capture via sensors etc.; e.g., supermarkets with point-of-sale systems (POSSs) capture massive data on their many stock keeping units (SKUs). Big data on simulated systems are collected if the simulation is "inexpensive"; i.e., the simulation requires "little" computer time to obtain the output of the model—given the input data—and many input combinations are simulated; e.g., a simulation of a queueing systems with multiple servers, each with first-in-first-out (FIFO) priority rule (like a supermarket).

We might think that inexpensive simulations do not need Kriging, because we can quickly obtain a simulation response for a given input combinations. However, the queueing example has random output, so for a high traffic rate (which is the arrival rate divided by service rate) we need many replications. (If the simulation is expensive, then we assume that simulation does not create big data; e.g., a car-crash simulation may take a day to obtain the output for a given input combination.) Furthermore, we assume that the simulation is run on a traditional personal computer; i.e., we do not consider parallel computing architectures; such architectures are considered in Gramacy (2016), Gramacy et al. (2015), Guhaniyogi and Banerjee (2018), Guinness (2018), Gutiérrez de Ravé et al. (2014), Morgan et al. (2017), Van Stein et al. (2017), and Xu et al. (2016).

Note: Big data may also refer to a system (real or simulated) that has *many dimensions*. We, however, assume that the number of dimensions has been made manageable through "factor screening", which implies that we assume that among the many factors only relatively few factors are really important. Such screening is discussed in Kleijnen (2015, pp. 135–178) and Woods and...
Lewis (2016) with its 117 references. Alternative methods for reducing the dimensionality use "moving least squares" (MLS), "partial least squares" (PLS), and "principal component analysis" (PCA): see Wang et al. (2011), Bouhlel et al. (2016, 2017), and Kajero et al. (2017), respectively.

Kriging is applied in many different scientific disciplines, which have their own terminology and standard mathematical symbols. We follow the terminology and symbols used in Kleijnen (2015). We limit our investigation of Kriging and big data to noise-free output data. We notice that Gramacy (2016) also allows output that has noise with a small constant "intrinsic" variance; in future research we may investigate intrinsic noise with big variances that vary with the input combinations; also see Section 6. We use a frequentist approach (instead of a Bayesian approach, which is used in Angelino et al. (2016), Damianou (2015), Guhaniyogi and Banerjee (2018), Gramacy (2016), Nickson et al. (2015), and Pronzato and Rendas (2017)). An advantage of such a frequentist approach is that we do not need to specify a prior distribution for the Kriging (hyper)parameters; we find it hard to specify such a prior distribution. For a further discussion of frequentist and Bayesian approaches we also refer to Efron (2015).

There are many sophisticated methods to analyze Kriging models for big data. Guhaniyogi & Banerjee (2018) states: “There is a burgeoning literature on approaches for analyzing large spatial datasets”; that article briefly discusses several approaches, and proposes a new Bayesian approach. We also refer to Bradley et al. (2016), Chilès and Desassis (2018), Damianou (2015), Guinness (2018), Meng and Ng (2016), Nickson et al. (2015), Sung et al. (2016), Tzeng and Huang (2018), and Van Stein et al. (2017). We, however, focus on the method that is detailed in Gramacy (2016) and Gramacy and Apley (2015), and compare our methods with Gramacy’s method (Gramacy’s method is also compared with a new method in Guhaniyogi and Banerjee (2018)). We observe that two NN variations are used in Gramacy (2016, Section 3.1) and Gramacy and Apley (2015, Fig. 2, Table 1, SM.1), but these publications use a Bayesian analysis and are less detailed.

Note: Meng and Ng (2016) models the global trend through so-called inducing points that sufficiently summarize the observed data points, and smooths out the local fluctuations around this trend; i.e., this model clusters the observed data points into groups based on their location and their outputs, where each group consists of a representative inducing point (usually the centroid of the group). Our approach is much simpler; e.g., we do not need a support vector machine (SVM) like Meng and Ng (2016) does or some other method (e.g., a Voronoi tessellation) to construct local areas; moreover, at the boundaries of these local regions the resulting Kriging model is discontinuous. Furthermore, we do not need to select the number of local areas. Finally, we do not use so-called latent outputs such as the average output within a local area; i.e., we use actually observed outputs. The induced points are similar to our subset of \( n \) points, explained in the next section. Van Stein et al. (2017) also fits a local Kriging model to each "cluster" of data; the number of clusters needs to be prespecified, and the selection of these clusters may use various methods.
Bradley et al. (2016) compares seven Kriging variants for spatial data. Sung et al. (2016) discusses two variants of the method detailed in Gramacy and Apley (2015); these variants are still much more complicated than our method is. A recent example of applying inducing points (in a Bayesian framework) is Yuan et al. (2017). Finally, Wang and Chen (2017) uses “pruning”, which starts with the big set (of size \( N \)) and removes points, whereas other methods start with a small set and increase that set (until it has size \( n \ll N \)).

We organize the rest of this article as follows. Section 2 summarizes the basics of Kriging. Section 3 presents a one-shot design for Kriging in big data, using Latin hypercube sampling (LHS). Section 4 presents numerical experiments. Section 5 replaces LHS by NNs. Section 6 summarizes conclusions and possible topics for future research. Appendix 1 in the Online Appendix gives a list of abbreviations and symbols.

2 Kriging: basics

In this article we distinguish between the size of the big I/O dataset—denoted by \( N \)—and the size of a selected subset—denoted by \( n \)—where "size" means the number of input combinations, and the corresponding output. We assume a scalar or univariate output (so the output is not a vector or a multivariate random variable). There are \( k \) inputs \( x_j \) (\( j = 1, \ldots, k \)).

The so-called ordinary Kriging (OK) variant is

\[
y(x) = \mu + M(x) \tag{1}
\]

where \( \mu \) is the constant mean \( \mathbb{E}[y(x)] \) and \( M(x) \) is a zero-mean stationary GP, so its covariances depend only on the distance between the input combinations \( x \) and \( x' \). We call \( M(x) \) the extrinsic noise. This model gives the linear predictor (say) \( \hat{y}(x_0, \lambda) \) for the new input combination \( x_0 = (x_{0,j}) \) that combines the \( N \) old outputs \( w_N \)—or briefly \( w \)—that are observed at the \( N \) old input combinations of the \( k \) inputs \( x_i = (x_{i,1}, \ldots, x_{i,k}) \) with \( i = 1, \ldots, N \) (which gives the \( N \times k \) matrix \( X \)):

\[
\hat{y}(x_0, \lambda) = \sum_{i=1}^{N} \lambda_i w(x_i) = X^t w. \tag{2}
\]

This \( \hat{y}(x) \) is an exact interpolator; i.e., if \( x_0 = x_i \), then \( \hat{y}(x_i) = w(x_i) \). Moreover, \( \hat{y}(x) \) minimizes the mean squared prediction error (MSPE), so the optimal weights \( \lambda \) in (2) are

\[
\lambda'_i = \frac{\sigma_M(x_0) + 1}{\sigma'_i} \left( \sigma_M^{-1} \hat{y}(x_i) - \frac{1}{N} \right) \tag{3}
\]

assuming that a valid metamodel of the outputs \( w \) is a stationary GP with \( \Sigma_M = (\sigma_{i,i'}) = (\text{Cov}(y_i, y_{i'})) \) (\( i, i' = 1, \ldots, N \)) denoting the \( N \times N \) matrix with the covariances between the metamodel's old outputs \( y_i \), and \( \sigma_M(x_0) = (\sigma_{0,i}) = (\text{Cov}(y_0, y_i)) \) denoting the \( N \)-dimensional vector with the covariances between the metamodel's new output \( y_0 \) and the \( N \) old outputs \( y_i \). Obviously, \( \Sigma_M \) is
determined by the old I/O data, whereas \( \sigma_M(x_0) \) varies with \( x_0 \). Furthermore, \( \lambda_i \) decreases with the distance between \( x_0 \) and \( x_i \). The optimal weights \( \lambda_o \) in (3) are determined by the Kriging (hyper)parameters \( \psi = (\mu, \tau^2, \theta)' \) where \( \tau^2 \) denotes \( \text{Var}(y_i) = \sigma_{i,i} = \sigma_i^2 = \sigma^2 \), and \( \theta \) denotes the \( k \)-dimensional vector with the parameters \( \theta_j \) \( (j = 1, \ldots, k) \) of the Gaussian correlation function defined in (6) that we assume. Obviously, \( \Sigma_M = \tau^2 \mathbf{R} \) where \( \mathbf{R} = (\rho_{i,j}) \) denotes the corresponding correlation matrix; furthermore, furthermore, \( \rho(x_0) = \tau^{-2} \Sigma_M(x_0) \).

Substitution of (6) that we assume. Obviously, \( \Sigma_M = \tau^2 \mathbf{R} \) where \( \mathbf{R} = (\rho_{i,j}) \) denotes the corresponding correlation matrix; furthermore, furthermore, \( \rho(x_0) = \tau^{-2} \Sigma_M(x_0) \).

Substitution of \( \lambda_o \) into (2) gives

\[
\hat{y}(x_0, \psi) = \mu + \sigma_M(x_0)' \Sigma_M^{-1} (w - \mu 1_N) \tag{4}
\]

where \( 1_N \) denotes the \( N \)-dimensional vector with all elements equal to 1. Then

\[
\text{MSPE} [\hat{y}(x_0, \psi)] = \tau^2 - \sigma_M(x_0)' \Sigma_M^{-1} \sigma_M(x_0) + \frac{(1 - 1_N' \Sigma_M^{-1} \sigma_M(x_0))^2}{1_N' \Sigma_M^{-1} 1_N}. \tag{5}
\]

Because \( \hat{y}(x_0, \psi) \) is unbiased, we obtain

\[
\text{MSPE} [\hat{y}(x_0, \psi)] = \var[y(x_0, \psi)]. \tag{5a}
\]

Finally, \( \text{Var}[\hat{y}(x_0, \psi)] = 0 \) if \( x_0 = x_i \).

There are several types of correlation functions; see (e.g.) Rasmussen and Williams (2006, pp. 80–104). In simulation, the most popular function is the Gaussian correlation function (which is also used in Gramacy 2015):

\[
\rho(h, \theta) = \prod_{j=1}^{k} \exp \left( -\theta_j h_{j}^2 \right) = \exp \left( -\sum_{j=1}^{k} \theta_j h_{j}^2 \right) \text{ with } \theta_j \geq 0 \tag{6}
\]

with distance vector \( h = (h_j) \) where \( h_j = |x_{g; j} - x_{g'; j}| \) and \( g, g' = 0, 1, \ldots, N \). The maximum likelihood estimator (MLE) \( \hat{\psi} \) of \( \psi \) is the solution of

\[
\min_{\psi} \ln \left| \tau^2 \mathbf{R}(\theta) \right| + (w - \mu 1_N)' \left( \tau^2 \mathbf{R}(\theta) \right)^{-1} (w - \mu 1_N) \text{ with } \theta \geq 0. \tag{7}
\]

where \( |\mathbf{R}| \) denotes the determinant of \( \mathbf{R} \). Solving (7) is a mathematical challenge; e.g., different solutions \( \hat{\psi} \) may result from different software packages or from different starting values for the same package; see Erickson et al. (2017).

Big data implies that \( N \) is so big that the computation of \( \mathbf{R}^{-1} \) and \( |\mathbf{R}| \) gives numerical problems. More precisely, these computations require \( O(N^3) \) matrix decompositions; see Damianou (2015, p. 20), Gramacy (2016), Nickson et al. (2015), and Van Stein et al. (2017). Furthermore, the more space-filling (or clustered) the design is, the higher the condition number of \( \mathbf{R} \) is; see Lim et al. (2017). To solve these big-data problems, we shall present several methods in Section 3.

Note: Because we use specific hardware and software in our experiments reported in Section 4, we now perform the following preliminary experiments.

We use an Intel®i5 processor with a CPU speed of 3.30GHz, a memory of 4.00 GB, and Windows 7 Professional, 64-bit. For our GP computations we use DACE, which uses MATLAB (we use MATLAB’s version 2017b); DACE is
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detailed in Lophaven et al. (2010). Our preliminary experiments with DACE
show that \( N \) between 1,000 and 10,000 lead to an explosive growth of computing
time; \( N = 9,500 \) and \( N = 10,000 \) cause "out of memory" stops. Details are
available from the authors.

In practice, we simply plug \( \hat{\psi} \) into (4), and get
\[
\begin{align*}
\hat{y}(x_0, \hat{\psi}) &= \hat{\mu} + \hat{\sigma}_M(x_0)' \overline{\Sigma}_M^{-1}(w - \hat{\mu} 1_N).
\end{align*}
\]

So the Kriging predictor becomes nonlinear. We also plug-in \( \hat{\psi} \) into (5), to
obtain the plug-in estimator of the predictor variance:
\[
\begin{align*}
s^2[\hat{y}(x_0, \hat{\psi})] &= \tau^2 - \hat{\sigma}_M(x_0)' \overline{\Sigma}_M^{-1} \hat{\sigma}_M(x_0) + \frac{[1 - \hat{\Sigma}_M^{-1} \hat{\sigma}_M(x_0)]^2}{1' \overline{\Sigma}_M^{-1}}.
\end{align*}
\]

This estimator underestimates the ("true") Kriging variance; see Kleijnen (2015,
pp. 191—197) and also Chevalier et al. (2014).

This \( s^2[\hat{y}(x_0, \hat{\psi})] \) is used in efficient global optimization (EGO), to guide
the search for the optimal input combination. This \( s^2[\hat{y}(x_0, \hat{\psi})] \) is also used—
combined with \( \hat{y}(x_0, \hat{\psi}) \) (defined in (8))—to construct the following two-sided
confidence interval (CI) with nominal coverage probability \( 1 - \alpha \):
\[
\begin{align*}
\hat{y}(x_0, \hat{\psi}) - z_{\alpha/2} s[\hat{y}(x_0, \hat{\psi})] < w(x_0) < \hat{y}(x_0, \hat{\psi}) + z_{\alpha/2} s[\hat{y}(x_0, \hat{\psi})].
\end{align*}
\]

To obtain an actual coverage probability close to the nominal value \( 1 - \alpha \), we
might replace \( z_{\alpha/2} \) by a Student statistic with \( f \) degrees of freedom, denoted by
\( t_f \). An unsolved problem is the proper choice of \( f \); we might try \( f = n - k \). The
CI in (10) is related to the Bayesian "predictive distribution", which is used in
Gramacy (2016, p. 3).

Instead of a single new point \( x_0 \) we may consider a test set with \( n_0 \) new
points, which defines the (say) \( n_0 \times k \) matrix \( X_0 \) (we distinguish between the
test set and the "training set", which consists of the old I/O data). Once we
have computed \( \hat{\mu}, \hat{\tau}^2, \) and \( \overline{\Sigma}_N^{-1} \) from \( X_N \) and \( w_N \), the computations of \( \hat{y} \) and
\( s^2(\hat{y}) \) for \( X_0 \) is fast; see (4) and (9).

OK uses the constant \( \mu = E(y) \), whereas universal Kriging (UK) uses a trend
(e.g., \( E(y) = \beta' x \)); details on UK are found in Kleijnen (2015, pp. 197–198) and
also in Chen et al. (2016) and Mukhopadhyay et al. (2016).

3 Designs for Kriging with big data

We discuss designs for prediction through Kriging in case of big data. We start
with Gramacy (2016)’s rather sophisticated sequential designs; next we derive
three types of one-shot designs:

1. Gramacy (2016)’s sequential designs (see Section 3.1)
2. LHS designs with uniform input distributions (Section 3.2)
3. LHS designs with triangular input distributions (Section 3.3)
4. NN designs (Section 3.5).

We assume that the \( k \) inputs are limited to a \( k \)-dimensional hypercube \([0, 1]^k\), as the Kriging literature usually assumes. Our one-shot designs are not Bayesian. Because our designs do not use iterative searches for subset members, we need less computer time than Gramacy (2016)’s sequential designs do. We expect that our Kriging predictor is less accurate than Gramacy’s Kriging predictors.

### 3.1 Gramacy (2016)’s designs

Gramacy (2016) defines local Kriging as the Kriging predictor—and its variance—that use only a subset with \( n \) I/O observations from the full set with \( N \) observations such that this subset is primarily comprised of data close to the new point \( x_0 \); see (2). This subset is also called the set of inducing points, and the resulting metamodel is called the sparse GP; see Damianou (2015, pp. 20–23), Gal et al. (2014, p. 3), and Van Stein et al. (2017, p. 5).

The reason for choosing a subset with most data close to \( x_0 \) is that the correlation \( \rho(y(x_0), y(x_i)) \) (following from (6)) diminishes quickly as \( x_i \) moves away from \( x_0 \); i.e., \( y(x_i) \) then has a vanishingly small influence on \( y(x_0) \). To obtain good estimates of the correlation parameters \( \theta \), it is desirable to have some spread in the subset. More specifically, Gramacy (2016) starts an iterative search using a small NN set of size \( n_0 \) \((n_0 \ll n)\), and selects the next point sequentially—based on the prediction errors that use sequentially (re)estimated parameters of \( \psi \). These errors are estimated using one of three different approximations of the Bayesian MSPE of the Kriging predictor for the currently available data (also see our frequentist \( s^2(\hat{y}(x_0, \psi)) \) in (9)). The last two approximations are simplifications of its predecessor, in order to save computer time when searching for \( Z_n \); so we expect the SPE to increase as the approximation becomes more simplified. For detailed derivations of these designs we refer to Gramacy (2016). In our numerical experiments with specific examples we shall present Gramacy’s specific designs.

### 3.2 LHS with uniform input distributions

LHS is the most popular design type in Kriging for other goals than prediction. Actually, McKay et al. (1979) invented LHS—as an alternative for crude Monte Carlo sampling—for risk analysis or uncertainty analysis through deterministic simulation models that have (random) uncertain inputs (this analysis estimates the probability of the output exceeding a given threshold as a function of an uncertain input \( x_j \); for details see Kleijnen (2015, pp. 218–222)). LHS assumes that an adequate metamodel is more complicated than a low-order polynomial, but LHS does not assume a specific metamodel (e.g., a Kriging or a linear
regression model). Usually, risk analysis assumes that the $k$ inputs are \textit{independently} distributed (so their joint distribution is the product of the $k$ individual marginal distributions); we also use this assumption.

In this subsection we detail LHS with \textit{uniform} distributions (symbol $\mathcal{U}$), so $x_j \sim \mathcal{U}(0,1)$. In the next subsection we shall detail LHS with non-uniform—namely, triangular—distributions with their modes at $x_{0,j}$ where $x_{0,j}$ denotes the $j^{th}$ coordinate of $x_0$ and $j = 1, \ldots, k$. For the resulting LHS design we find the NN in the given big data set. We use LHS to select $n$ points from the given $N$ points (with $n \ll N$) such that we may expect this sample to cover the same experimental space as the $N$ points do (namely, $[0,1]^k$).

Note: Kleijnen (2015, p. 198) discusses LHS and alternative space-filling designs; e.g., orthogonal array, uniform, maximum entropy, minimax, maximin, integrated mean squared prediction error, and “optimal” designs. Kleijnen (2015, pp. 198–203) gives additional details on LHS. Van Stein et al. (2017) mentions taking $n$ data points at random. Benková et al. (2015) discusses space-filling designs that may satisfy various criteria and input constraints (such that the input space is not a $k$-dimensional cube), including so-called bridge designs. Chen et al. (2016) shows that "there is substantial variation in prediction accuracy over equivalent designs".

Whatever the marginal distributions are, LHS with a sample size $n$ defines $n$ mutually exclusive and exhaustive subintervals (or classes) with equal probability (namely, $1/n$) for $x_{g,j}$ with $g = 1, \ldots, n$ and $j = 1, \ldots, k$ (so LHS gives an $n \times k$ matrix or table). We denote these subintervals by $[g_{x,j}, h_{x,j}]$; the standardization $0 \leq x \leq 1$ implies $l_{x,j} = 0$ and $h_{x,j} = 1$. Altogether, if $F_j$ denotes the cumulative distribution function (CDF) of $x_j$, then

$$P(l_{x,j} \leq x_j \leq h_{x,j}) = F_j(h_{x,j}) - F_j(l_{x,j}) = F_j\left(\frac{g}{n}\right) - F_j\left(\frac{g-1}{n}\right) = \frac{1}{n} \quad (11)$$

where $\min((g-1)/n, (1-1)/n) = 0$, so $F_j((g-1)/n) = F_j(0) = 0$ because $\min x_j = 0$; likewise, $\max(g)/n = n/n = 1$, so $F_j(g/n) = F_j(1) = 1$ because $\max x_j = 1$. Hence, (11) implies that $x_j \sim \mathcal{U}(0,1)$ requires each interval to have length $1/n$. (however, a triangular distribution with mode $x_{0,j}$ requires subintervals $[l_{g,j}, h_{g,j}]$ to be relatively short, compared with the other subintervals; see Section 3.3).

Whatever the marginal distributions are, LHS offers the following two options:

(i) $x_j$ is \textit{fixed} to the $n$ midpoints (symbol $m_j$) of its $n$ subintervals, so $x_{g,j} = m_{g,j} = (l_{g,j} + h_{g,j})/2$; e.g., if $x \sim \mathcal{U}(0,1)$, then these midpoints are equispaced with distance $1/n$ over the interval $[0,1]$ so these midpoints are $1/(2n), 3/(2n), \ldots, 1-1/(2n) = (2n-1)/(2n)$.

(ii) $x_j$ is \textit{sampled} within its subinterval, accounting for $F_j$.

MATLAB’s function "lhsdesign" implements both options, using a parameter called "smooth" that can be turned "off" or "on" where "off" produces points at the midpoints; the default is "on". We think that option (ii) (sampling instead of using midpoints) has the disadvantage that it may give two values—in two neighboring subintervals—that are very close together, so the
two resulting outputs $w$ are close together (assuming a smooth I/O function, as Kriging does) and give little new information (because these outputs have a high positive correlation). Moreover, we assume that the correlation function (6) is anisotropic (i.e., it is the product of $k$ one-dimensional correlation functions); option (i) (midpoints) ensures $n$ realizations of $x_j$ that are "wide apart"—which we conjecture gives better estimates of the correlation parameters $\theta_j$. Furthermore, this option never samples $x \downarrow 0$ or $x \uparrow 1$ ($x = 0$ or $x = 1$ is impossible because $x$ is continuous; $x = \epsilon$ or $x = 1 - \epsilon$ is also undesirable); we wish to avoid these two extreme values because Kriging can use the output near $x = 0$ only to predict the output at $x > 0$ (not at $x < 0$), so Kriging can use $x = 0$ only in one direction; a similar argument holds for $x \uparrow 1$.

Option (i) (with midpoints) implies that $x_j$ has a discrete PDF, so (11) becomes

$$P(x_{g;j} = m_{g;j}) = F_j(h_{g;j}) - F_j(l_{g;j}) = F_j\left(\frac{g}{n}\right) - F_j\left(\frac{g - 1}{n}\right) = \frac{1}{n}. \quad (12)$$

Furthermore, LHS samples without replacement, so the midpoint $m_{j,g}$ is sampled only once (in the sample of size $n$). We denote the inverse CDF by $F_j^{-1}$, so $y = F_j(x)$ with $0 \leq y \leq 1$ implies $x = F_j^{-1}(y)$; we notice that U$(0,1)$ and $T(x_{0;j})$ ($T(x_{0;j})$ will be discussed in section 3.3) imply that $F_j$ is continuous. Altogether, $x_j$ is a permutation of the $n$ values $F_j^{-1}(0.5/n)$, $F_j^{-1}(1.5/n)$, ..., $F_j^{-1}(1 - 0.5/n)$.

Because MATLAB allows only a uniform PDF or a normal PDF (via "lhsnorm", which can give values outside $[0,1]$), we program the options (i) and (ii) for both U$(0,1)$ and $T(x_{0;j})$. To implement sampling without replacement for option (i) (which gives a hypergeometric distribution), we make $P(x_{j,g} = m_{j,g}) = 0$ as soon as we have sampled $x_{j,g} = m_{j,g}$, and for the values that are not yet sampled we increase $P(x_{j,g} = m_{j,g})$ to $1/n_g$ where $n_g$ denotes the number of values that remain to be sampled; e.g., if $n_g = 1$, then the only remaining value is sampled with probability 1.

Note: If $n$ is even, then $F_j^{-1}(0.5)$ equals the median $x_{(n/2):j}$ where a subscript within parentheses denotes an order statistic (such as the median). If the PDF of $x_j$ is symmetric with mode $x_{0;j}$, then the mode and median coincide.

Option (ii) (sampling instead of midpoints) is also used in MATLAB’s "lhsdesign" for U$(0,1)$ (not $T(x_0)$). This option first samples $r \sim U(a, b)$ with $a = (g - 1)/n$ and $b = g/n$ where $g = 1, .., n$; next this option computes

$$x = F_j^{-1}(r) \text{ with } r \sim U\left(\frac{g - 1}{n}, \frac{g}{n}\right). \quad (13)$$

Our algorithm 1 is a (pseudo)algorithm for LHS for option (i) (using midpoints) with $n$ combinations of $k$ inputs, which gives the $n \times k$ design matrix $X_L$ (the subscript L stands for LHS) (various algorithms for LHS are referenced in Kleijnen (2015, p. 200); recent algorithms are detailed in Dong and Nakayama (2017), and Le Guiban et al. (2017)).

Algorithm 1
1. Read \( n, k, F_j \) \((j = 1, \ldots, k)\).

2. Initialize: \( j = 1 \).

3. Use \( F_j \) to divide the range of \( x_j \) into \( n \) mutually exclusive and exhaustive intervals of equal probability with midpoint \( m_{j,g} \) \((g = 1, \ldots, n)\), and find \( x_j = (m_{j,1}, m_{j,2}, \ldots, m_{j,n})^T \).

4. Randomly permute the \( n \) elements of \( x_j \), and save the result as column \( j \) of \( X_L \).

5. If \( j < k \) then \( j = j + 1 \) and go to Step 3; else stop.

For option (ii) (sampling instead of midpoints), Step 3 becomes: Use \( F_j \) to divide the range of \( x_j \) into \( n \) mutually exclusive and exhaustive intervals of equal probability, and apply (13) to find \( x_j = (x_{j,1}, x_{j,2}, \ldots, x_{j,n})^T \).

For both options, however, the random permutations in Step 4—for which we may use MATLAB’s "randperm"—may give a "bad" \( X_L \). To decide on a "good" \( X_L \), our algorithm needs a criterion. We decide to use the maximin criterion, which maximizes the minimum Euclidean distance between the \( n \) \( k \)-dimensional points in \([0, 1]^k\) (there are \( n(n - 1)/2 \) distances; some distances may have the same value). This criterion is also the default in MATLAB’s "lhsdesign". This criterion means that we perform these random permutations (say) \( M \) times, and select the design among the \( M \) candidates that maximizes the minimum distance between any two points \( x_g' \) and \( x_{g'}' \) with \( g \neq g' \) \((g' = 1, \ldots, n)\) and \( x_g' \) denoting the \( k \)-dimensional row vector \((x_{g,1}, \ldots, x_{g,k})\). We use MATLAB’s default \( M = 5 \).

Note: Besides \( M = 5 \) we also experiment with several \( M \) values between 1 and \( 10^6 \), for option (i), \( U(0, 1) \), \( k = 2 \) and \( n = 25 \). We find that \( M = 10^6 \) gives the maximin value 0.126. \( M = 5 \) gives between 0.089 and 0.113 for our \( X_L \) and between 0.057 and 0.089 for MATLAB’s \( X \), in six replications.

Note: Humans are excellent pattern recognizers, whereas computers are not. Consequently, computers may use one or more mathematical criteria, whereas we may view a plot and decide whether we accept the pattern as space-filling. However, if \( k \) is high, then our pattern recognition becomes questionable.

Note: At the start of this section we assumed that the \( k \) standardized inputs are limited to \([0, 1]^k\); however, we can easily adapt LHS for a constrained experimental region. For example, suppose there are \( k = 2 \) inputs; namely, \( x_1 = p_1 \) and \( x_2 = p_2 \) such that \( p_1 + p_2 = 1 \). We would then adapt our LHS with \( n \) input combinations, as follows. Select a value for \( p_1 \) within subinterval \( n \), and sample \( p_2 \) within \([0, 1 - p_1]\). Place this \( p_2 \)-value on the tabu list, which is the list with \( p_2 \) values that should not be sampled anymore. Next select \( p_1 \) within subinterval \( n - 1 \), and sample \( p_2 \) within \([0, 1 - p_1]\). Place this \( p_2 \)-value on the tabu list. And so on, until we have selected \( p_1 \) within subinterval 1, and sampled \( p_2 \) within \([0, 1 - p_1]\).

LHS does not impose a strict mathematical relationship between \( n \) and \( k \) (whereas a grid with \( s \) subintervals implies \( n = s^k \); e.g., a grid with 10 values per
input has $10^k$ points). We assume that if $n \geq 10$, then we can estimate $\theta_j$ (with $j = 1, ..., k$) reasonably accurate, because LHS implies that projection of the $n$ ($k$-dimensional) points onto the $k$ individual axes gives $n$ non-collapsing values per axis. Loepky et al. (2009) recommends $n = 10k$ for LHS in Kriging aimed at sensitivity analysis (but our goal is prediction); this recommendation implies $n \geq 10$ if $k \geq 1$. Nevertheless, if LHS uses a "small" $n$ (= $10k$) and a "large" $k$, then LHS covers $[0, 1]^k$ sparsely (so there are only a few old points close to the new point) and the Kriging predictor is inadequate. Gramacy (2016) gives an example with $n = 50$ and $k = 2$, without further discussing the choice of $n$. We decide to experiment with several $(n, k)$ combinations; namely, Gramacy’s $(n, k) = (50, 2)$ and Loepky et al.’s $(n, k) = (20, 2)$. Figure 1 shows empirical results; obviously, a higher $n$ gives a denser coverage of the two-dimensional space; $U(0, 1)$ gives points uniformly distributed over that space, whereas $T(0.2, 0.8)$ clusters points around the point $(0.2, 0.8)$; the marginal distributions displayed on the two axes show that these distributions are indeed $U(0, 1)$ and $T(0.2, 0.8)$ where the modes are indicated by triangles on the two axes of the two lower panels.

### 3.3 LHS designs with triangular input distributions

"Big data" implies $n \ll N$ so we can use $10k < n \ll N$ I/O observations for the Kriging metamodel, which does not give numerical problems when computing $R^{-1}$ and $|R|$ (see Section 2). In case we use the Kriging metamodel in a real-time on-line decision support system (DSS), we may prefer $n = 10k$ to reduce computer time.

There is much software for LHS. For example, Microsoft’s Excel spreadsheet software has add-ins that include LHS; see Oracle’s Crystal Ball, Palisade’s @Risk, and Frontline Systems’ Risk Solver. LHS is also available in the MAT-
LAB Statistics toolbox, the R package, the Open TURNS software, and Sandia's DAKOTA software. We use MATLAB's "lhsdesign" to verify our own code for U(0, 1).

Note: U(0, 1) seems attractive if we are not interested in the prediction for one or more specific points, but in sensitivity analysis over the whole experimental area. Different goals of Kriging (and other types of metamodel) are discussed in Kleijnen (2017).

Kriging gives an inaccurate predictor \( \hat{y}(x_0) \) in case of extrapolation (i.e., Kriging is meant for interpolation); see the discussion in Kleijnen (2015, p. 187). As we have already mentioned, our LHS assumes that the \( k \) inputs are independently distributed (so we do not have to select specific non-zero values for their correlation coefficients). Consequently, Algorithm 1 independently samples \( n \) values per input variable. To avoid extrapolation, we require \( x_0 \) to lie inside the convex hull of the \( n \) points in \( X_L \) (so \( x_0 \) should not be a vertex of this hull or lie outside this hull). Actually we do not test \( X_L \), but we test \( X_n \) which is the matrix with the \( n < N \) simulated points \( x_i \) (\( i = 1, \ldots, n \)) that are the unique NN of \( X_L \), as we shall see in Section 3.5. To check this "convex hull" condition, we can use one of the following two methods.

(i) We may formulate the linear programming (LP) problem

\[
\begin{align*}
\min_{a_i} & \sum_{i=1}^{n} f_i a_i \\
\text{s.t.} & \quad a_i x_i = x_0 \\
& \quad \sum_{i=1}^{n} a_i = 1 \\
& \quad a_i \geq 0
\end{align*}
\]

where we may specify any coefficients \( f_i \) (e.g., \( f_i = 1 \) or \( f_i = 0 \)), because we want to know only whether the LP model has a feasible solution. To solve this problem, we use the MATLAB function "linprog", which may give an "exitflag" to explain why linprog stopped; if that flag is "-2", then "No feasible point was found".

(ii) The MATLAB function "convhulln(X)" returns the indices of the points in \( X \) that specify its convex hull (this function is based on Barber et al. (1996)). We require that \( x_0 \) is not one of these points:

\[
\text{convhulln}(X_n) = \text{convhulln}(X_n \cup x_0)
\]

Sub (i) and (ii): If \( x_0 \) is not within the convex hull of \( X_n \), then we resample \( x_{LHS} \) which gives \( X_n \)—until the hull condition is satisfied. Actually, we implement method (ii), and resample no more than 100 times to avoid unlimited computation time.
Note: We impose the following condition for our LHS with option (ii) (sampling instead of midpoints):

\[
\min_{1 \leq i \leq n} x_n; i:j < x_{0:j} < \max_{1 \leq i \leq n} x_n; i:j \quad (j = 1, \ldots, k).
\] (16)

If \( n \) is "relatively" small, then option (i) (midpoints) cannot satisfy this condition; e.g., \( \min_{1 \leq i \leq n} x_n; i:j = 1/(2n) \); e.g., if \( n = 10 \), then \( \min_{1 \leq i \leq n} x_n; i:j = 1/20 = 0.05 \), which may be higher than \( x_{0:j} \) (likewise, \( n = 10 \) gives \( \max_{1 \leq i \leq n} x_n; i:j = 1 - 1/(2n) = 0.95 \), which may be smaller than \( x_{0:j} \)). However, if \( k > 1 \), then the condition given in (16) is necessary but not sufficient.

### 3.4 LHS with uniform and triangular distributions

In the preceding subsection (especially (11) through (13)) we focused on the general CDF \( F(x) \). Now we consider our two specific PDFs; namely \( U(0,1) \) and \( T(x_0) \). The CDF of \( U(0,1) \) is

\[
F_{U,j}(x) = x \quad \text{if} \quad 0 \leq x \leq 1.
\] (17)

This CDF and (12) imply that option (i) samples \( U(0,1) \) through

\[ x_{j:g} = m_{g,j} \text{ if } l_{g,j} < x_{g,j} < h_{g,j} \quad (g = 1, \ldots, n) \]

We display a realization in the upper-left panel of Fig. 2. The CDF in (17) and the expression in (13) imply that option (ii) samples \( U(0,1) \) through the PRN \( r \sim U(0,1) \) and

\[ x_{j:g} = l_{g,j} + r(h_{g,j} - l_{g,j}) \quad \text{if} \quad l_{g,j} < x_{g,j} < h_{g,j} \quad (g = 1, \ldots, n) \]

This gives the upper-right panel of Fig. 2.
In risk analysis, LHS often assumes a specific *non-uniform* distribution for \( x_j \). Inspired by Gramacy (2016) we consider \( X_L \) with relatively many points close to the new point (to be predicted) \( x_0 \); i.e., we replace \( x_j \sim U(0, 1) \) by a continuous PDF with its mode at \( x_{0:j} \) (and \( 0 \leq x \leq 1 \)). There are many PDFs that meet these requirements; see Law (2015, pp. 286–305). For example, *beta distributions* satisfy these requirements, provided we select the correct values for their (two) parameters; moreover, a different combination of these parameters gives a different variation around the mode; see Law (2015, pp. 295–297). We use a special case of the beta distributions; namely, a triangular distribution with its mode at \( x_{0:j} \); we denote this distribution by \( T(x_0) \). The CDF of \( T(x_0) \) is (see Law (2015, pp. 304–305)):

\[
F_{T:j}(x) = \begin{cases} 
\frac{x^2}{x_{0:j}} & \text{if } 0 \leq x \leq x_{0:j} \\
1 - \frac{(1-x)^2}{1-x_{0:j}} & \text{if } x_{0:j} \leq x \leq 1
\end{cases}
\]

which implies \( F_{T:j}(0) = 0 \), \( F_{T:j}(1) = 1 \), and \( F_{T:j}(x_0) = x_{0:j} \), so this CDF has a *kink* at \( x_{0:j} \). Combining this equation with (12), option (i) samples

\[
x_{j:g} = \sqrt{\frac{x_{0:j}(2g - 1)}{2n}} \text{ with } x_g \leq x_{0:j} \quad (g = 1, \ldots, n) \tag{19}
\]

\[
x_{j:g} = 1 - \sqrt{\frac{(1-x_{0:j})(2n - 2g + 1)}{2n}} \text{ with } x_{j:g} \geq x_{0:j}
\]

This gives the lower-left panel of Fig. 2 if \( x_{0:1} = 0.2 \) and \( x_{0:2} = 0.8 \); triangles on the axes denote \( x_{0:1} \) and \( x_{0:2} \). Option (ii) samples \( x_j \) (within the specific subinterval) via the first line of (18) if \( h_{g:j} < x_{0:j} \). If \( l_{g:j} > x_{0:j} \), then it samples \( x_j \) via the second line of (18). If \( l_{g:j} < x_{0:j} < h_{g:j} \), then it first samples the PRN \( r \sim U(0,1) \); if \( r < x_{0:j} \), then it samples \( x_j \) via the first line of (18); if \( r > x_{0:j} \), then it samples \( x_j \) via the second line of (18). Altogether, this option samples

\[
x_{j:g} = \sqrt{x_{0:j} r} \text{ if either } x_{0:j} > h_{g:j} \text{ or } l_{g:j} < x_{0:j} < h_{g:j} \text{ and } r < x_{0:j} \tag{20}
\]

\[
x_{j:g} = 1 - \sqrt{(1-x_{0:j})(1-r)} \text{ if either } x_{0:j} < l_{g:j} \text{ or } l_{g:j} < x_{0:j} < h_{g:j} \text{ and } r > x_{0:j}
\]

This gives the lower-right panel of Fig. 2.

### 3.5 Nearest neighbors in a "big data" set

Altogether we apply LHS with either uniform or triangular marginal PDFs to obtain the \( n \times k \) design \( X_L \). Next we select \( n \) points from the \( N \) points in \( X_N \) that are *closest* to the \( n \) points in \( X_L \). We quantify this closeness through the Euclidean distance (say) \( d \) (besides this \( L_2 \) norm we use the \( L_1 \) norm \( h_j = \)

Figure 3: Brown’s NN function versus our unique NN function; (blue) circles are big data, (red) squares are LHS data, and arrows point from LHS points to selected NN (colors blue and red are displayed only in PDF file).

\[ |x_{g,j} - x_{g',j}| \] below (6)). To solve the NN problem, we can choose among several algorithms; see


and also Guinness (2018).

Inspired by the MATLAB function "nearestneighbours.m"—developed by Richard Brown at Massey University in New Zealand—we develop our own MATLAB function "uniqueneighbor.m" (we use MATLAB throughout our investigation). Our function ensures that the \( n \) points in \( X_L \) select \( n \) unique points in the big data set with \( N \) points. In this function we add the (constant) value 2 to each coordinate \( x_{i,j} \) (with \( 0 \leq x_{i,j} \leq 1 \)) once a point \( x_i \) (with \( i = 1, \ldots, n \)) is selected. We illustrate the two MATLAB functions through an example with \( k = 2 \), \( N = 100 \), and \( n = 25 \) where we select the \( N \) points through uniform sampling and the \( n \) points through LHS option (ii) with uniform sampling. This example gives Fig. 3, where the results in the left-hand and right-hand panels are results of Brown’s function and our function, respectively, and arrows point from a point in \( X_L \)—denoted by squares—to a point in \( X_N \)—denoted by circles (the PDF file uses the colors red and blue for \( X_L \) and \( X_N \), respectively). This Figure shows that Brown’s function implies that (for example) \((x_1, x_2) = (0.23550, 0.93305)\) in \( X_N \) is selected by two points in \( X_L \), whereas our function does not.

Unfortunately, our method makes the final \( n \) points selected from \( X_N \) depend on the order in which we search the \( n \) points within \( X_L \); see Fig. 4, which shows the results for forward selection (start with \( i = 1 \) and increase \( i \) until \( i = n \)) and backward selection (start with \( i = n \) and decrease \( i \) until \( i = 1 \)). This Figure
shows that different starts give different selections for those points among the $n$ points that select the same point among the $N$ points when using Brown’s function; see again Fig. 3 (left-hand panel). Which start gives the "optimal" $n$ points among the $N$ points is not obvious; i.e., we might estimate the variance of the Kriging predictor for each set of $n$ points and select the set with minimum variance. However, in our experiments we limit our search to starting with $i = 1$.

The triangular distribution gives an $X_n$ with more points close to $x_0$ than the uniform distribution does; see Figure 5 where $x_1$ and $x_2$ have the modes 0.2 and 0.8, respectively. The question is whether the triangular distribution gives a "better" Kriging predictor; this question shall be addressed in Section 4.

4 Numerical experiments

To quantify the performance of alternative Kriging methods and designs, the literature often uses explicit mathematical functions with outputs (dependent variables) that can be quickly computed; these functions may have complicated response surfaces with known local minima. For details we refer to Dixon and Szego (1978), Floudas et al. (1999), Jamil and Yang (2013), Surjanovic and Bingham (2016), and Van Stein et al. (2017, p.14).

In Section 4.1 we discuss how we quantify the performance of the Kriging predictor. Next we present experimental results for the following four specific test functions. In Section 4.2 and Appendix 2 we use the example in Xiong
Figure 5: Unique NN for $T(0.2, 0.8)$ versus $U(0, 1)$, given $n = 25$ and $N = 100$; (blue) circles are big data, (red) squares are LHS data, and arrows point from LHS points to selected NN (colors blue and red are displayed only in PDF file)
et al. (2007) with $k = 1$ input and many local optima; such an example with a single input makes it easy to plot the results of the experiment. In Section 4.3 and Appendix 3 we give another example with $k = 1$ input that is inspired by the M/M/1 model; this model is popular in management science/operations research (MS/OR); for readers not familiar with the M/M/1 model we define this model in Appendix 3. In Section 4.4 we give the example in Gramacy (2016) with $k = 2$ inputs and a multimodal output function. In Section 4.5 we give the popular borehole engineering example with $k = 8$ inputs.

In these examples we compare LHS with either midpoints of subintervals (option i) or sampling within subintervals (option ii)—see Section 3—and LHS with either the uniform PDF or triangular PDFs with modes at $x_0$—see Section 3.4—so we have $2 \times 2 = 4$ experiments with LHS per example. In these four experiments we select the unique NNs of the $n$ points sampled by LHS. These $n$ points differ in different macroreplications, except for $k = 1$ and option (i) (using either $T(x_0)$ or $U(0,1)$). To evaluate the performance of Kriging, we select $n_0$ new points $x_{0,t}$ ($t = 1, \ldots, n_0$) using LHS with $U(0,1)$ and option (ii) (sampling instead of midpoints); we define the $n_0 \times k$ test matrix $X_0$.

Note: Our artificial examples are explicit mathematical functions that we can quickly evaluate for a small set of $n_0$ points in $X_0$. In practical "computationally expensive" simulation models, the computation of the simulation output $w(x_0)$ takes hours or days. Practical applications may also concern real-world data (instead of simulated data), so $w(x_0)$ is available only if $x_0 \in X_N$. Big data
implies that \( n < N \), so we can use \( N - n \) points to test the validity of the Kriging model that we estimated from \( n \) points only. (If we had no "big data", then we might use cross-validation with only \( n = N \) points, so we would delete one point and estimate the Kriging model from \( n - 1 \) points, etc.; see Kleijnen (2015).) We then select \( n_0 \) points through LHS with uniform PDFs for the \( k \) inputs (no midpoints), and use our NN function (defined in Section 3.5) to select the \( n_0 \) unique NN in \( \mathbf{X}_N \); obviously, the resulting points in \( \mathbf{X}_0 \) are uniformly spread over \([0, 1]^k\). In practice, the \( N \) points in \( \mathbf{X}_N \) and \( \mathbf{w}_N \) are given, and are the "true" I/O data. In our experiments we proceed as if we do not know \( \mathbf{X}_0 \) when we select \( \mathbf{X}_n \); otherwise we would select \( \mathbf{X}_0 = \mathbf{X}_n \).

A Kriging metamodel treats the simulation model as a black box; i.e., Kriging uses only the simulation model’s I/O data \((x_i, w_i)\) with \( x_i = (x_{i1}, \ldots, x_{ik})' \) and \( i = 1, \ldots, N \). If \( k = 1 \), then we can present \((x_i, w_i)\) as a scatterplot, and use this plot to detect a pattern in the I/O function. If \( k > 1 \), then it is harder to plot the \( N \) points; also see the plots in the next subsections.

### 4.1 Performance measures for experiments

To quantify the performance of Kriging with various designs in our numerical experiments, we use the MSPE because the Kriging predictor \( \hat{y} \) uses this criterion (as we mentioned above (3)). We might also use the square root of this MSPE; this monotonic transformation gives the same ranking—but decreases (increases, respectively) the magnitude of the difference between two MSPEs if the MSPEs are higher (smaller, respectively) than the value one—and may be used in a CI for \( \hat{y} \) (also see the CI in (10), which uses \( s(\hat{y}) \), not \( s^2(\hat{y}) \)). We point out that MSPE defined in (5) assumes that the Kriging model is a valid metamodel of the simulation model. We, however, define the prediction error (PE) in (21) below.

Note: It would be inconsistent to use criteria such as the mean absolute error \( E(|\hat{y}(x_0) - w(x_0)|) \), the mean absolute relative error \( E(|\hat{y}(x_0, \psi) - w(x_0)|/w(x_0)) \), or the coverage probability of the CI defined in (10). These criteria are also discussed in Kleijnen (2015, p. 120). Coverage is used in Guhaniyogi and Banerjee (2018, Fig. 2).

More precisely, we define the prediction error (PE) as

\[
e(x_0, \mathbf{X}_n) = \hat{y}(x_0, \mathbf{X}_n) - w(x_0),
\]

where (unlike most publications on Kriging) we explicitly distinguish between the output \( \hat{y} \) of the estimated metamodel, and the output \( w \) of the simulation model. This PE gives the squared prediction error (SPE) \( e^2(x_0, \mathbf{X}_n) \). To decrease the effects of the randomness in \( \mathbf{X}_n \) when using LHS, we obtain (say) \( m > 1 \) independently and identically distributed (IID) macroreplications (\( m \) should not be confused with \( m_{j,g} \)). Macroreplication \( r \) gives \( \mathbf{X}_{n,r} \) (the subscript \( r \) should not be confused with the PRN \( r \)). To estimate our performance measure \( E[e^2(x_0, \mathbf{X}_n)] \), we compute the average SPE (ASPE) of these \( m \) macroreplica-
tions:
\[
e^2(x_0, X_n) = \frac{\sum_{r=1}^{m} e^2(x_0, X_{n,r})}{m} = \bar{e^2}(x_0, X_n). \tag{22}
\]

Note: These macroreplications use \(m\) non-overlapping PRN streams, while all other experimental factors remain the same; e.g., \(X_N\) and \(n\) do not change across macroreplications, while \(X_n\) does change as \(X_L\) changes. To guarantee statistical independence, we can choose between the following two implementations: (i) generate \(m\) matrixes \(X_L\), and store these matrixes; (ii) save the last PRN of macroreplication \(r = 1\), and start the next macroreplication \(r + 1\) with this PRN, etc.; MATLAB enables this option, as Kleijnen and Shi (2017) explains. Actually we choose implementation (i). We observe that all \(m\) macroreplications give the same result (so no randomness occurs) if \(k = 1\) and LHS uses the midpoints \(m_{i,j}\) for \(T(x_0)\) or \(U(0,1)\).

To quantify the statistical accuracy of \(\bar{e^2}(x_0, X_n)\) defined in (22), we compute its standard error (SE):
\[
\text{SE}(x_0, X_n) = \sqrt{\frac{\sum_{r=1}^{m}[e^2(x_0, X_{n,r}) - \bar{e^2}(x_0, X_n)]^2}{(m - 1)m}}. \tag{23}
\]

Obviously, this SE decreases as \(m\) increases. Using \(\bar{e^2}(x_0, X_n)\) and its \(\text{SE}(x_0, X_n)\)—defined in (22) and (23), respectively—and the Student \(t\)-statistic with \(m - 1\) degrees of freedom denoted by \(t_{m-1}\), we compute the following \((1 - \alpha)\) CI:
\[
E[e^2(x_0, X_n)] \in \bar{e^2}(x_0, X_n) \pm t_{m-1;\alpha/2}\text{SE}(x_0, X_n). \tag{24}
\]

We can use this CI to compare the MSPEs for two different design types if one type has no randomness (as is the case if \(k = 1\) and the design uses midpoints) or if \(k \geq 1\) and the design is given (e.g., the design is given by Gramacy (2016)'s sequential design).

We may compute \(\bar{e^2}(x_0, X_n)\) for various \(x_{0,t}\). It may then turn out that \(\bar{e^2}(x_0, X_n)\) is relatively high if the new point \(x_0\) is not surrounded by many old points. We may compute the overall average of all \(n_0\) new points \(x_{0,t}\) in \(X_0\):
\[
\bar{e^2}(X_0, X_n) = \frac{\sum_{t=1}^{n_0} e^2(x_{0,t}, X_{n,t})}{n_0} \tag{25}
\]

where \(X_{n,t}\) is the design with \(n\) old points used to estimate the output for the new point \(x_{0,t}\).

Note: Actually, (25) is the square of the estimated root mean squared prediction error (RMSPE), which Gramacy (2015) uses. However, this RMSPE changes the measurement unit. Moreover, the SE of RMSPE is hard to derive.

The SE of \(\bar{e^2}(X_0, X_n)\) simply follows from (23) and (25):
\[
\text{SE}(X_0, X_n) = \sqrt{\frac{\sum_{t=1}^{n_0} \text{SE}^2(x_{0,t}, X_{n,t})}{n_0^2}}, \tag{26}
\]
provided we do not use common random numbers for the \( n_0 \) points. Analogously to (24), we can use this \( SE(X_0, X_n) \) to compute the following \( (1 - \alpha) \) CI for \( E(SE(X_0, X_n)) \):

\[
E(e^2(X_0, X_n)) \in [e^2(X_0, X_n) \pm z_{\alpha/2}SE(X_0, X_n)].
\]

(27)

Note: Altogether, macroreplication \( r \) gives the LHS design matrix \( X_{L,r} \), which gives the NN matrix with \( n \ll N \) simulated points \( X_{n,r} = (x_{i,r}) \) with \( i = 1, \ldots, n \). For this \( X_{n,r} \), we compute the corresponding simulated outputs \( w_r = (w_{i,r}) \) with \( w_{i,r} = f(x_{i,r}) \) where \( f \) denotes the simulation I/O function. Using these \( (X_{n,r}, w_r) \), DACE computes \( \hat{\psi}_r \). Using this \( \hat{\psi}_r \) and \( (X_{n,r}, w_r) \), DACE computes \( \hat{g}(x_0, \hat{\psi}_r) \); see (8). Using these \( \hat{g}(x_0, \hat{\psi}_r) \) and \( w(x_0) \), we (not DACE) compute \( SPE_r \). A different software package may give a different \( \hat{\psi}_r \) (see Section 2), which gives a different \( SPE(X_0, X_n) \). We use rather old software; namely, DACE.

4.2 Xiong et al. (2007): one input and many local extrema

In this example our "big data" set is \( (x_i, w_i) \) with \( N = 1,000 \) uniformly distributed \( x_i \); these \( (x_i, w_i) \) are plotted in Fig. 7. This plot looks like a "smooth" function (displayed in black in the PDF file). Actually, \( (x_i, w_i) \) is computed through Xiong et al. (2007)’s function (where we use \( w \) instead of Xiong et al.’s \( y \)):

\[
w(x) = sin[30(x - 0.9)^4]cos[2(x - 0.9)] + \frac{x - 0.9}{2} \quad \text{with} \quad 0 \leq x \leq 1.
\]

(28)

This function has both global and local extrema, and \( E[w(x)] \) with \( 0 \leq x \leq 0.4 \) is much smaller than \( E[w(x)] \) with \( 0.4 \leq x \leq 1 \).
In our experiment we have the following factors (the first three factors are controlled by the Kriging analysts, whereas the last factor is determined by the clients of these analysts):

- \( T(x_0) \) versus \( U(0,1) \): we conjecture that \( T(x_0) \) performs better (see Section 3.4, paragraph 2).

- Midpoints versus sampled points (within each of the \( n \) classes); we conjecture that midpoints perform better (see the text preceding (12)).

- Number of learning ("old") points; namely, \( n \) is either \( 10k = 10 \) (see Loeppky et al. (2009)) or 100; we conjecture that a higher \( n \) gives better performance (to select \( n \) specific points, we use LHS).

- \( n_0 \) locations of \( x_0 \); we conjecture that an "extreme" \( x_0 \) performs worse (because Kriging is a bad extrapolator); we consider a fixed number of "new" points; namely, \( n_0 = 10 \). Because Fig. 7 shows more frequent oscillations when \( 0 \leq x \leq 0.3 \), we select \( n_0/2 = 5 \) new points \( x_0 \) in \( 0.0 \leq x \leq 0.3 \), so the other 5 points are within \( 0.3 \leq x \leq 1.0 \).

Table 1 gives the exact values of the average SPE (ASPE) and their SEs (in parentheses); some values are displayed after multiplying them with \( 10^c \)—where \( c \) depends on the magnitudes of the results—so it is easier to compare results across rows (with different \( x_0 \)). Appendix 2 gives Fig.16, which displays box-and-whisker plots for the estimated SPE if not using midpoints, but sample points within each of the \( n \) classes; we use the MATLAB function "boxplot" with the default whisker length of at most 1.5 times the interquartile range. We present the following conclusions.

(i) The bottom line of Table 1 clearly shows that the overall ASPE (defined in (25)) is minimal for \( T(x_0) \) with midpoints. We prefer this measure because the analysts do not know which new points will need to be predicted.

(ii) Table 1 clearly shows that if we use \( T(x_0) \) with midpoints and \( 0 \leq x_0 \leq 0.3 \), then an individual new point \( x_0 \) gives an \( e^2(x_0, X_n) \) that is relatively high because the I/O function wiggles in this subarea; if we use \( U(0,1) \) (which does not depend on \( x_0 \)), then the behavior of \( e^2(x_0, X_n) \) is more irregular.

(iii) Comparing \( e^2(x_0, X_n) \) for \( n = 10 \) and \( n = 100 \) in Table 1, we conclude that the analysts should use the highest possible value for \( n (\ll N) \)—given the computer’s memory size (the required size is of order \( n^2 \) because of the need to store the \( n \times n \) matrices \( \hat{S}_M \) and \( \hat{S}_M^{-1} \)) and speed (which is of order \( n^3 \), because of the need to compute \( \hat{\psi}, \hat{g}(x_0, \hat{\psi}), \) and \( s^2(x_0, \hat{\psi}) \)).

(iv) If we use sampled points (instead of midpoints), then the box-and-whisker plots in Appendix 2 clearly show that the statistical distribution of \( e^2(x_0, X_n) \) has a long right-hand tail, especially if \( 0 \leq x_0 \leq 0.3 \) (this tail implies that relatively high \( e^2(x_0, X_n) \) occur, which we expect because the \( e^2(x_0, X_n) \) is sensitive to outliers).
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$x_0$ & \multicolumn{3}{c|}{$T(x_0)$} & \multicolumn{2}{c|}{$U(0,1)$} \\
& midpoints & sampled points & (midpoints) & midpoints & sampled points \\
& $\times 10^{-3}$ & $\times 10^{-3}$ & $(\times 10^{-3})$ & & $(\times 10^{-3})$ \\
\hline
0.0579 & 14.173250 & 387.299219 & (54.259719) & 0.002051 & 0.326645 \\
0.1197 & 13.405614 & 62.247749 & (12.012896) & 0.000823 & 0.326670 \\
0.1675 & 1.132151 & 9.712443 & (1.841269) & 0.014015 & 0.040278 \\
0.2178 & 0.087451 & 0.156941 & (0.031959) & 0.051322 & 0.073233 \\
0.2590 & 0.010744 & 0.139421 & (0.018511) & 0.002499 & 0.021036 \\
0.3183 & 0.001752 & 0.078022 & (0.019618) & 0.009453 & 0.013668 \\
0.5274 & 0.000024 & 0.000046 & (0.000072) & 0.000025 & 0.000071 \\
0.6182 & 0.000006 & 0.000007 & (0.000019) & 0.000029 & 0.000072 \\
0.7397 & 0.000000 & 0.000021 & (0.000006) & 0.000070 & 0.000175 \\
0.9045 & 0.000350 & 0.000734 & (0.000168) & 0.020472 & 0.045283 \\
\hline
Overall & 2.881E-03 & 45.9596E-03 & (5.5604E-03) & 0.010125 & 0.085026 \\
\hline
\hline
$n = 100$ & \multicolumn{3}{c|}{$T(x_0)$} & \multicolumn{2}{c|}{$U(0,1)$} \\
& midpoints & sampled points & (midpoints) & midpoints & sampled points \\
& $\times 10^{-3}$ & $\times 10^{-3}$ & $(\times 10^{-3})$ & & $(\times 10^{-3})$ \\
\hline
0.0579 & 0.1217324 & 0.874386 & (0.018490) & 0.006790 & 0.006489 \\
0.1197 & 0.192415 & 0.405315 & (0.012380) & 0.00694 & 0.00633 \\
0.1675 & 0.0778101 & 0.221054 & (0.004841) & 0.002444 & 0.002353 \\
0.2178 & 0.0045075 & 0.127653 & (0.004020) & 0.003927 & 0.003784 \\
0.2590 & 0.0022729 & 0.127987 & (0.004991) & 0.001551 & 0.001321 \\
0.3183 & 0.0001789 & 0.036557 & (0.001663) & 0.000016 & 0.000042 \\
0.5274 & 0.0000084 & 0.000060 & (0.000007) & 0.000253 & 0.000222 \\
0.6182 & 0.0004973 & 0.002232 & (0.000069) & 0.000116 & 0.000108 \\
0.7397 & 0.0011572 & 0.000017 & (0.000002) & 0.000009 & 0.000008 \\
0.9045 & 0.0000128 & 0.000011 & (0.000015) & 0.000020 & 0.000032 \\
\hline
Overall & 0.0327E-03 & 0.1796E-03 & (2.3715E-06) & 0.001582 & 0.001499 \\
\hline
\end{tabular}
\caption{Average SPE (ASPE) and its SE in parentheses, for Xiong et al.'s example}
\end{table}
4.3 "M/M/1": one input and "exploding" output

In Appendix 3 we define the M/M/1 model. The typical output of this model is the steady-state mean waiting-time. We do not use discrete-event simulation of this model, because such a simulation requires both a Kriging metamodel that accounts for the so-called intrinsic noise besides the extrinsic noise $M(x)$ in (1), and a simulation with a correct choice of the starting state (e.g., the "empty" state, which has no customers waiting) and ending state (e.g., enough customers are simulated to reach the steady state). Instead—inspired by the analytical solution of this model—we define

$$w(x) = \frac{x}{1-x} \text{ with } 0 < x < 1.$$  \hspace{1cm} (29)

As we did for Xiong et al. (2007)’s example, we select $N = 1,000$ and $n = 10$ old points. Fig. 8 with $(x_i, w_i)$ and $i = 1, ..., 1,000$ shows that $w(x)$ is a monotonic function; when $x$ exceeds (say) 0.6, then $w(x)$ strongly increases, and when $x$ approaches 1, then $w(x)$ explodes. Therefore, we select $n_0/2$ new points in the interval $0.2 < x_0 < 0.6$ and $n_0/2$ new points in $0.6 < x_0 < 0.8$.

Table 2 gives average SPEs (ASPEs) and SEs in parentheses; Appendix 3 gives Fig.17 with box-and-whisker plots for these ASPEs if using sampled points. We present the following conclusions, which closely resemble our conclusions for the preceding example.

(i) The bottom line of Table 2 clearly shows that the overall ASPE is minimal for $T(x_0)$ with midpoints.

(ii) Table 2 clearly shows that if we use $n = 10$ or $n = 100$ old points and $T(x_0)$ with midpoints, then the $n_0 = 10$ new points $x_{0,t}$ $(t = 1, ..., 10)$ show nonmonotonic behavior of ASPE—even though $w(x)$ is a monotonic function.

(iii) Comparing ASPEs for $n = 10$ and $n = 100$ clearly shows that the analysts should use the highest possible value for $n$ (≪ $N$) (even though—
### Table 2: Average SPE (ASPE) and its SE in parentheses, for M/M/1-inspired example

<table>
<thead>
<tr>
<th>$x_0$</th>
<th>$T(x_0)$ $\times 10^{-6}$</th>
<th>$U(0,1)$ $\times 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>midpoints</td>
<td>sampled points</td>
</tr>
<tr>
<td></td>
<td>$(\times 10^{-3})$</td>
<td>$(\times 10^{-3})$</td>
</tr>
<tr>
<td>0.2196</td>
<td>0.000129</td>
<td>0.000861</td>
</tr>
<tr>
<td>0.3244</td>
<td>0.000058</td>
<td>0.000655</td>
</tr>
<tr>
<td>0.4008</td>
<td>0.000141</td>
<td>0.002913</td>
</tr>
<tr>
<td>0.4683</td>
<td>0.000090</td>
<td>0.001338</td>
</tr>
<tr>
<td>0.5433</td>
<td>0.000009</td>
<td>0.006722</td>
</tr>
<tr>
<td>0.6154</td>
<td>0.000801</td>
<td>0.051510</td>
</tr>
<tr>
<td>0.6721</td>
<td>0.002392</td>
<td>0.137272</td>
</tr>
<tr>
<td>0.7100</td>
<td>0.023656</td>
<td>1.411934</td>
</tr>
<tr>
<td>0.7460</td>
<td>0.002326</td>
<td>1.766289</td>
</tr>
<tr>
<td>0.7811</td>
<td>0.510245</td>
<td>15.515917</td>
</tr>
</tbody>
</table>

Overall $0.0540E-06$ $1.8895E-06$ $0.000611$ $0.149019$

<table>
<thead>
<tr>
<th>$x_0$</th>
<th>$T(x_0)$ $\times 10^{-6}$</th>
<th>$U(0,1)$ $\times 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>midpoints</td>
<td>sampled points</td>
</tr>
<tr>
<td></td>
<td>$(\times 10^{-3})$</td>
<td>$(\times 10^{-3})$</td>
</tr>
<tr>
<td>0.2196</td>
<td>0.000278</td>
<td>0.009585</td>
</tr>
<tr>
<td>0.3244</td>
<td>0.001267</td>
<td>0.011808</td>
</tr>
<tr>
<td>0.4008</td>
<td>0.001557</td>
<td>0.013045</td>
</tr>
<tr>
<td>0.4683</td>
<td>0.011091</td>
<td>0.094542</td>
</tr>
<tr>
<td>0.5433</td>
<td>0.000000</td>
<td>0.242660</td>
</tr>
<tr>
<td>0.6154</td>
<td>0.000000</td>
<td>1.703808</td>
</tr>
<tr>
<td>0.6721</td>
<td>0.000010</td>
<td>7.294086</td>
</tr>
<tr>
<td>0.7100</td>
<td>0.000000</td>
<td>16.521462</td>
</tr>
<tr>
<td>0.7460</td>
<td>0.000641</td>
<td>21.705865</td>
</tr>
<tr>
<td>0.7811</td>
<td>0.003736</td>
<td>150.437159</td>
</tr>
</tbody>
</table>

Overall $0.0019E-06$ $19.8035E-06$ $0.000611$ $0.149019$
compared with $n = 10$—$n = 100$ gives a higher ASPE for the smallest $x_0$—namely 0.2196).

(iv) If we use sampled points for either $T(x_0)$ or $U(0, 1)$, then the box-and-whisker plots in Appendix 3 clearly show that the distribution of ASPEs may have a long right-hand tail.

4.4 Gramacy (2016): two inputs and multimodal output

Following Gramacy (2016), we plot $(z_i, w_i)$ with $z_i = (z_{i;1}, z_{i;2})$, $i = 1, ..., N$, and $N = 40,401$ defined by a $201 \times 201$ grid for $(z_{i;1}, z_{i;2})$ with increments of size 0.02; see Fig. 9. Obviously, this plot has many hilltops and fast-moving changes. Actually, $(z_i, w_i)$ ($i = 1, ..., 40,401$) in this plot follow from $w(z_1, z_2) = -f(z_1)f(z_2)$ with $-2 \leq z_1, z_2 \leq 2$ and

$$f(z_j) = e^{-\left(z_j - 1\right)^2} + e^{-0.8(\gamma_j + 1)^2} - 0.05 \sin(8(z_j + 0.1))$$

with $j = 1, 2$. (30)

We observe that $z_j$ ($j = 1, 2$) is not standardized; the linear transformation $x_j$ = 0.5 + 0.25$z_j$ makes $x_j$ standardized such that $0 \leq x_j \leq 1$.

Gramacy (2016) searches for a small design $Z_n$ for the new point $z_0 = (-1.725, 1.725)'$ or $x_0 = ((0.06875, 0.93125)'$, which lies in the upper-left corner of the standardized experimental area $[0, 1]^2$. This search starts with $n_0 = 6$ NNs of this $z_0$. The search uses one of three criteria, which gives three selections for $Z_n$; the last two criteria are simplifications of its predecessor, in order to save computer time when searching for $Z_n$; so we expect the RMSPE to increase as the criterion becomes more simplified. The search is stopped when $n = 50$. It turns out that each of these three selections of $Z_n$ contains a cluster of points.
around $z_0$ plus points along rays from $z_0$; all $n$ points are located in a relatively small subspace of the space formed by the $N$ point; see Fig. 10 where the plot in the lower-right corner will be discussed in Section 5.1. This Figure uses Table 4 in Appendix 4, where the first six NNs of this $z_0$ are displayed in the first six rows. This search stops when $n = 50$. Three different criteria give three selections for $Z_n$. It turns out that each of these three selections of $Z_n$ contains a cluster of points around $z_0$ plus points along rays from $z_0$; all $n$ points are located in a relatively small subspace of the space formed by the $N$ points; also see Gramacy (2016, Figs. 2 and 8) and Table 4 in Appendix 4, which shows the order in which the $n = 50$ points of the three designs are selected. (We give these exact values, for the sake of reproducible experimentation; also see Uhrmacher et al. (2016)).

The search for $Z_n$ starts with $n_0$ NNs and $\theta = 0.1$. Next it selects the following point using one of the three criteria. The predictor $\hat{\theta}(z_0)$ uses the MLE $\hat{\theta}$ estimated from the I/O data set with $n$ observations. This $\hat{\theta}$ changes with $z_0$, because changing $z_0$ changes $Z_n$. This change mitigates the stationary assumption of the Kriging model, so $Z_n$ may improve the predictor compared with $Z_N$. (Chilès and Desassis (2018), Martinez-Cantin (2016), and Pronzato and Rendas (2017) also discuss this stationarity assumption, albeit in a Bayesian framework.)

Unlike Gramacy (2016), we select $X_n$ through one-shot LHS (instead of a sequential design) with $T(x_0)$ and midpoints; i.e., given the experimental results for the preceding two examples we assume that $U(0, 1)$ or sampled points are inferior. Our $X_n$ does not depend on the specific simulation model that
Figure 11: Gramacy’s design #3 and macroreplication 1 of our LHS design with triangular distributions and midpoints

Figure 12: Boxplots for SPE in LHS design with 100 macroreplications, and in Gramacy (2015)’s three designs for Gramacy’s two-dimensional example
is approximated by a Kriging metamodel (whereas Gramacy’s design is "customized"). Fig. 11 displays a plot for Gramacy’s design 3 (specified in Appendix 4 that uses the simplest criterion) and our design in macroreplication 1 (remember that \( k > 1 \) gives different LHS designs, even if midpoints are used; see Algorithm 1). Gramacy’s \( Z_n \) and our \( X_n \) enable us to compute the corresponding output \( w = (w_i)' (i = 1, ..., n) \), so we can compute the estimated Kriging hyperparameters \( \hat{\psi} \) and \( \hat{\psi}_r \) (\( r = 1, ..., m \)), respectively. For this computation we use DACE (remember that different \( \hat{\psi} \) may result from different software packages or from initializing the same package differently; see the text below (7)). The SPE of the Kriging predictor for the new point \( z_0 = (-1.725, 1.725)' \) or \( x_0 = ((0.06875, 0.93125)' \) depends not only on \( \hat{\psi} \) or \( \hat{\psi}_r \), but also on the \( n \) old points (\( Z_n \) or \( X_n \)). The resulting SPEs are given in Fig. 12, which displays box-and-whisker plots. We present the following conclusions.

(i) The sample median SPE\(_{(0.5m)}\) of the \( m = 100 \) SPEs in our design is 0.001453, whereas the SPEs of Gramacy design 1, 2, and 3—denoted by SPE\(_{\text{Gram}}\)—are 0.000005597, 0.000005598, and 0.000005597, so our design clearly gives a significantly higher SPE; we test this significance through the sign test. (Compared with the sample mean, the sample median is a more robust estimator of the mean; the ASPE \( e^2(X_0, X_n) \) is 0.01402649 with a SE of 0.00363959, so \( e^2(X_0, X_n) \) is significantly higher than Gramacy’s SPEs.)

(ii) The boxplot shows that our design may give very high outliers (hence, \( e^2(X_0, X_n) \gg \text{SPE\(_{(0.5m)}\)} \); see (i)).

(iii) Seven of our 100 SPEs (not displayed) are smaller than Gramacy’s SPEs; e.g., our lowest SPE is 0.00000001 (\( \ll \) 0.000005597).

(iv) In general, an estimated difference (like SPE\(_{(0.5m)}\) - SPE\(_{\text{Gram}}\)) may be statistically significant, but practically unimportant. However, \( \sqrt{\text{SPE\(_{(0.5m)}\)}}/\sqrt{\text{SPE\(_{\text{Gram}}\)}} \) is roughly as high as 16 (the square root gives the same measurement unit as the unit used by \( \bar{y} \)). In practice, we must decide whether we accept such a big relative increase of the SPE caused by our LHS design.

In the next example, we shall examine whether our conclusions also hold if there are more inputs (namely, eight instead of two) and more new input combinations \( \{x_0 \} \) (namely, ten instead of a single—rather extremely located—combination). Moreover, in Section 5 we shall present a NN design as an alternative for our LHS design.

4.5 Borehole: eight inputs

In the real (non-simulated) world, a "borehole" is defined in Wikipedia

(https://en.wikipedia.org/wiki/Borehole)

as "a narrow shaft bored in the ground ... for the extraction of water, other liquids (such as petroleum) or gases (such as natural gas)". An analytical model of a borehole is used in many publications on simulation methodology; e.g., Erickson et al. (2017), Gramacy (2016), Gramacy and Apley (2015), and Santner et al. (2018, p. 222). This model has the output "water flow rate" \( w \)
(measured in m³/yr) and the $k = 8$ original inputs—which we denote by the general symbol $z_j$ (with $j = 1, \ldots, 8$)—and their ranges $[l_j, u_j]$ listed in Table 3 (the range of one of these inputs may be changed to create a more nonlinear and non-additive function, as Xiong et al. (2013) does):

$$w = \frac{2\pi T_u (H_u - H_l)}{\ln(r/w)(1 + \frac{2LT_u}{r^2K_w + \frac{T_u}{T_l}})}$$

This model is coded in R and MATLAB; see https://www.sfu.ca/~ssurjano/borehole.html

To obtain the standardized inputs $0 \leq x_j \leq 1$, we use Table 3 with $l_j \leq z_j \leq h_j$ and apply the linear transformations $x_j = a_j + b_j z_j$ with

$$a_j = \frac{1}{2} - \frac{(u_j + l_j)/2}{u_j - l_j} \quad \text{and} \quad b_j = \frac{1}{u_j - l_j},$$

so $z_j = (x_j - a_j)/b_j = x_j/b_j - a_j/b_j$; i.e., we apply

$$z_j = l_j + (u_j - l_j)x_j \quad \text{or} \quad x_j = \frac{z_j - l_j}{u_j - l_j},$$

so $x_j = 0$ implies $z_j = l_j$ and $x_j = 1$ implies $z_j = u_j$.

Whereas Gramacy (2016) uses $N = 100,000$ and $n = 50$ or $n = 200$, we now use $N = 1,000,000$ and $n = 60$—for each of the $n_0 = 10$ new locations $x_{0,t}$ (with $t = 1, \ldots, n_0 = 10$). To sequentially select $X_n$, only one of the three criteria—namely, the so-called ALC criterion—is used; we can provide interested readers with the $n_0 = 10$ Excel sheets, each with $n = 60$ and $k = 8$ numbers that we received from Gramacy in personal communication. We use MATLAB’s "lhsdesign" to sample $N = 1,000,000$ old combinations, so there is zero probability of a new combination $x_{0,t}$ coinciding with one of the $N = 1,000,000$ old combinations (as we confirmed empirically via MATLAB’s function "intersect").

Note: Gramacy (2016, p. 20) samples $N + n_0$ combinations through LHS with $U(0,1)$ and random sampling within the subintervals, using R’s function `randomLHS`. Unlike MATLAB’s "lhsdesign", R’s "randomLHS" does not try to
Figure 13: Borehole example: I/O function with $21 \times 21$ standardized input combinations $(r_w, L)$ and output $w$

optimize the design through a criterion such as maximin, so it functions like "lhsdesign" with $M = 1$ (instead of the default $M = 5$; see Section 3.2). Sampling $N + n_0$ combinations guarantees that none of these $n_0$ locations coincides with any of these $N$ locations.

Note: Our $N = 1,000,000$ combinations are not identical to Gramacy’s $N = 1,000,000$ combinations, because these combinations are sampled through MATLAB’s "lhsdesign" and R’s "randomLHS", respectively. However, the two resulting sets $X_N$ have the same statistical distribution, so we ignore the difference between these two sampled sets.

Whereas the preceding examples have $k = 1$ or $k = 2$ inputs, we now have $k = 8$ inputs so it is hard to plot I/O points. Actually we make 3D plots like Fig. 9; i.e., we plot $w_i$ ($i = 1, \ldots, N$) versus two inputs while keeping the other six inputs constant at the midpoints of their ranges in the experiment; see $[l, u]$ in Table 3. Santner et al. (2018, Fig 7.10 and Table 7.11) shows that $r_w$ is the most important input, and the three inputs $L$, $H_l$, and $H_u$ appear to have approximately equally important effects (quantified through their estimated main effects and total sensitivity indices). Therefore we make three plots; namely, $w$ versus $(r_w, L)$, $(r_w, H_l)$, and $(r_w, H_u)$, respectively. These three plots look very similar, so we present a single plot; namely, Fig. 13. To generate this plot, we use a grid of $21 \times 21$ input combinations $(r_w, L)$ while keeping the other six inputs constant (finer grids give very similar plots); the plot uses standardized input values. These input combinations give outputs $w$ that follow from the analytical model (31). The plot confirms that $r_w$ is the most important input. Moreover, the plot suggests a monotonic I/O function; i.e., the borehole model looks complicated, but gives a simpler I/O function than Xiong et al.’s example in Section 4.2 and Gramacy’s example in 4.4.
We do not know whether Gramacy’s design for the borehole example with \( k = 8 \) gives a specific pattern that resembles the pattern with rays in Fig. 10 for the example with \( k = 2 \).

To save considerable computer time, we use only \( m = 25 \) macroreplications for each of the \( n_0 = 10 \) new points for the borehole example (instead of 100, as we did for the preceding examples; most computer time is needed to search for the NN among as many as \( N = 1,000,000 \) points in the borehole example). It turns out that \( m = 25 \) macroreplications give enough information; i.e., the signal/noise ratio is strong enough. The five horizontal dots in Fig. 14 display the SPEs for Gramacy’s \( n_0 = 10 \) designs, and the boxplots show the SPEs in the \( m = 25 \) macroreplications of our design sampled from \( T(x_0,t) \). We present the following conclusions.

(i) For six of the ten new points, our design gives much higher SPEs than Gramacy’s design does; no further statistical analysis is needed.

(ii) For three other new points, our design may give SPEs that are lower than the SPE of Gramacy’s design for the specific new point. More specifically, for the second new point, 22 of the 25 macroreplications for our design give smaller SPEs than Gramacy’s design does. For the third new point, 2 macroreplications give smaller SPEs. For the fourth new point, 3 macroreplications give smaller SPEs. Note that for the tenth new point, no macroreplication gives a smaller SPE.

(iii) The overall ASPE computed from all ten new points is 426.650537 for LHS with \( T(x_0,t) \), 2.785240 for Gramacy’s design, and 1.556274 for our NN design.
We conclude that our type of design may give relatively high SPEs, so we do not recommend this type. Therefore we consider the next type of one-shot design, as an alternative for Gramacy’s sequential design.

5 One-shot design with \( n \) nearest neighbors

As we described above, Gramacy (2016) selects a "small" design matrix \( X_n \), which specifies \( n \) points from the "big" input data matrix \( X_N \) with \( n \ll N \). Furthermore, this selection starts with a "relatively small" subset with \( n_0 < n \) unique NNs of \( x_0 \), and selects the next \((n - n_0)\) points sequentially. It turns out that most points in \( X_n \) are close to \( x_0 \). In the present section we select \( n \) unique NNs of \( x_0 \) in "one shot", using the MATLAB function "nearestneighbours.m" (this function selects the same \( n \) NNs of the single new combination \( x_0 \) as our own MATLAB function "neighbor.m", which we developed for selecting the \( n \) unique NNs of the \( n > 1 \) points in \( X_L \)—see Section 3.5—and takes more computer time than "nearestneighbours.m" does). Obviously, we do not need \( m > 1 \) macroreplications for our design.

5.1 Gramacy (2016)’s example revisited

We return to Gramacy (2016)’s example with \( N = 40,401 \) and \( n = 50 \), for one specific new input combination; namely, \( x_0 = (0.06875, 0.93125) \) (which lies in the upper-left corner of the area of interest \([0.1]^2\)); see again Section 4.4. Fig. 10 displays Gramacy’s three designs and our design. Gramacy’s designs start with \( n_0 = 6 \) NN, and sequentially add combinations that turn out to be either NNs or combinations close to the four rays (see again Section 4.4); by definition, our design selects only NNs. Note that in this Figure the \( x \)-axis and the \( y \)-axis extend only from 0.00 to 0.20 (not 1.00) and from 0.80 (not 0.00) to 1.00, respectively (because \( x_0 = (0.06875, 0.93125) \)).

Note: After we have selected our NN design, we—like Gramacy—use OK with the Gaussian correlation function to predict he output for a new input combination.

These four designs give the following SPEs for Gramacy’s three designs and our design: \( 2.5246 \times 10^{-15}, 2.6565 \times 10^{-14}, 2.6535 \times 10^{-15}, \) and \( 5.8423 \times 10^{-13} \); i.e., these SPEs turn out to be virtually zero. These SPEs are so small because \( w_0 = -0.372451 \) and \( \hat{y}_0 = -0.372451 \) for the three Gramacy’s designs and -0.372450 for our design.

5.2 The borehole example revisited

We return to the borehole example in Section 4.5, which uses \( N = 1,000,000 \) and only one of Gramacy (2016)’s designs with \( n = 60 \) for ten new locations in the input space with \( k = 8 \) dimensions. Fig. 15 displays the SPEs for Gramacy’s design and our design with the same \( n \) (= 60). This Figure shows that
our design gives smaller SPEs for six of the ten new points; the Figure clearly shows this result for the first six new points, while for the last four new points the exact values of Gramacy’s design versus our design are 0.2283 versus 0.0439, 0.0385 versus 0.0005, 0.0385 versus 1.8076, 0.0014 versus 0.9979. The overall ASPE (of the ten new points) are 2.7852 versus 1.5563. (The SPEs for our LHS with triangular distributions are much higher, so we do not display these SPEs in the Figure.) We conjecture that our one-shot NN design performs relatively well because Gramacy’s customized design requires the specification of a Kriging metamodel (e.g., an OK model with Gaussian correlation function) plus the estimation of the Kriging hyperparameters (e.g., \( \psi = (\mu, \tau^2, \theta^2) \)) to sequentially select new points after the initial (small) set of \( n_0 \) (< \( n \)) NN points. (Our explanation is inspired by the popular conjecture that OK performs relatively well because UK requires the estimation of additional parameters in the polynomial for the mean; see again the references at the end of Section 2.)

6 Conclusions and future research

Kriging for prediction in big data with \( N \) observations is problematic because Kriging requires the estimation of its (hyper)parameters and the resulting Kriging predictor and Kriging variance. To solve this problem, Gramacy (2016) selects a small subset of size \( n \) from the \( N \) previously observed "old" data. This subset is selected sequentially, using the sequentially re-estimated Kriging variance. The resulting designs turn out to be "local"; i.e., most design points are concentrated around the "new" point to be predicted. We develop three alternative one-shot methods that do not depend on the Kriging model and its
parameters: (i) use LHS with uniform marginal input distributions to select a small subset such that this subset still covers the original input space—albeit coarser; (ii) use LHS with triangular input distributions to select a subset with relatively many—but not all—combinations close to the new combination that is to be predicted, and (iii) select a subset with the NNs of the new combination. To evaluate these designs, we compare their SPEs in several numerical experiments. These experiments show that our NN design is a viable alternative for Gramacy (2016)’s more sophisticated sequential design.

Expensive simulation implies that the number of observations \(N\) is relatively small compared to big data situations. Consequently, in expensive simulations we try to find the smallest \(tN\) that still gives statistically accurate results. In big data, however, \(N\) is such that we must select a subset of size \(n (\ll N)\). In practice, the simulation analysts should use the highest possible value for \(n\)—given the computer’s memory size and speed.

In future research we may investigate Kriging and big data, for random output. This randomness may result from measurement error in the output data of a real (non-simulated) system with big data. This error is modeled through the so-called nugget effect; see Kleijnen (2015, pp. 206—207). The nugget effect in Kriging metamodels of deterministic simulation models is also discussed in Chen et al. (2016), Mukhopadhyay et al. (2016), and Peng and Wu (2014).

Random output also results in random simulation, such as discrete-event simulation and agent-based simulation. Deterministic simulation also gives random output if the values of the inputs (parameters) are uncertain so the input values are sampled from a prior input distribution: so-called "uncertainty propagation".

Random simulation has so-called "intrinsic" variances that may vary with the input combinations (in machine learning, intrinsic variances turn the outputs into "latent" variables). Intrinsic variances may be analyzed through either "stochastic Kriging" or "hetGP"; see Meng and Ng (2016) and Binois et al. (2015) respectively. Constant intrinsic variances are discussed in Damianou (2015) and Nickson et al. (2015). Correlated intrinsic noise is created by common random numbers, and deserves attention too; see Kleijnen (2017).
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Appendix 1: Abbreviations and major mathematical symbols

Abbreviations:

ASPE: average squared prediction error
MSPE: mean squared prediction error
PDF: probability density function
PE: prediction error
SPE: squared prediction error

Symbols:

We list Latin symbols before Greek symbols, and lower-case symbols before upper-case symbols

$F(x)$: cumulative density function of $x$

$m$: number of macroreplications

$n$

$x$: random (simulation) observation (output, response)

$\alpha$: complement of nominal coverage probability

$\mu$: mean (expected value)

$\sigma^2$: variance

$\Sigma$: covariance matrix
Figure 16: Box-and-whisker plots for SPEs in Xiong et al. (2007)'s example.

Appendix 2: Xiong et al. (2007)'s example: box-and-whisker plots for estimated SPEs

Fig. 16 displays box-and-whisker plots for the estimated SPEs in our experiment with Xiong et al. (2007)'s example; there are plots for \( n = 10 \) and \( n = 100 \) old points, for \( n_0 = 10 \) new points \( x_{0:t} \) with \( t = 1, \ldots, 10 \), and for \( T(x_0) \) with sampled points, and \( U(0,1) \) with sampled points (obviously, midpoints for \( T(x_0) \) or \( U(0,1) \) implies that all \( m \) macroreplications give the same result). To make these plots, we use the standard MATLAB function called "boxplot", which creates a plot for each \( x_{0:t} \); we point out that \( x_{0:t} \) is not equispaced (see column 1 of Table 1).

Appendix 3: M/M/1-inspired example

The M/M/1 model itself is a Markov chain resulting from mutually independent exponential interarrival times (say) \( \lambda \) that are independent of mutually independent exponential service times \( s \), and has one server; implicit assumptions are that there is unlimited room for waiting customers, and that customers are served in first-in-first-out (FIFO) order. This model has \( k = 1 \) input; namely, the traffic rate \( \rho \) defined as the mean arrival rate \( \lambda \) divided by the mean service rate \( \mu \). The steady state can be reached only if \( \rho < 1 \). We let \( a_{t+1} \) denote the interarrival time between customers \( t \) and \( t + 1 \), and \( s_t \) the service time of customer \( t \). We assume that the output of interest is \( w \), the waiting time of a
customer. We estimate $E(w)$ through the average $\bar{w} = \sum_{t=1}^{T} w_t / n$ where $T$ denotes the number of customers of the simulation run. Furthermore, we assume that the simulation starts in the "empty" state so $w_1 = 0$. The dynamics of a single-server system are specified by the so-called Lindley recurrence formula $w_{t+1} = \max(0, w_t + s_t - a_{t+1})$. Mathematical analysis gives the mean steady-state waiting-time:

$$E(w_1 | t \uparrow \infty) = \frac{\lambda}{\mu (\mu - \lambda)} = \frac{1}{\mu (1 - \rho)},$$

so if we select the time unit such that $\mu = 1$, then $E(w_t | t \uparrow \infty) = \rho/(1 - \rho)$. In our M/M/1-inspired example we replace $\rho$ by $x$, and $E(w_t | t \uparrow \infty)$ by $w$.

Fig. 17 displays box-and-whisker plots for the M/M/1-inspired example; these plots closely resemble the plots for Xiong et al. (2007)'s example, which are displayed in the immediately preceding appendix.

**Appendix 4: Gramacy (2016)'s example: three sequential designs**

Table 4 gives the exact values of the $n = 50$ input combinations $(z_{i1}, z_{i2})$ for the three designs derived in Gramacy (2016).
<table>
<thead>
<tr>
<th>(i)</th>
<th>Design 1 (z_{i1} \ z_{i2})</th>
<th>Design 2 (z_{i1} \ z_{i2})</th>
<th>Design 3 (z_{i1} \ z_{i2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.72 1.72</td>
<td>-1.72 1.72</td>
<td>-1.72 1.72</td>
</tr>
<tr>
<td>2</td>
<td>-1.74 1.72</td>
<td>-1.74 1.72</td>
<td>-1.74 1.72</td>
</tr>
<tr>
<td>3</td>
<td>-1.72 1.74</td>
<td>-1.72 1.74</td>
<td>-1.72 1.74</td>
</tr>
<tr>
<td>4</td>
<td>-1.74 1.74</td>
<td>-1.74 1.74</td>
<td>-1.74 1.74</td>
</tr>
<tr>
<td>5</td>
<td>-1.72 1.7</td>
<td>-1.72 1.7</td>
<td>-1.72 1.7</td>
</tr>
<tr>
<td>6</td>
<td>-1.7 1.72</td>
<td>-1.7 1.72</td>
<td>-1.7 1.72</td>
</tr>
<tr>
<td>7</td>
<td>-1.64 1.64</td>
<td>-1.64 1.64</td>
<td>-1.8 1.6</td>
</tr>
<tr>
<td>8</td>
<td>-1.82 1.62</td>
<td>-1.82 1.62</td>
<td>-1.74 1.7</td>
</tr>
<tr>
<td>9</td>
<td>-1.74 1.7</td>
<td>-1.74 1.7</td>
<td>-1.7 1.74</td>
</tr>
<tr>
<td>10</td>
<td>-1.7 1.74</td>
<td>-1.7 1.74</td>
<td>-1.66 1.66</td>
</tr>
<tr>
<td>11</td>
<td>-1.62 1.82</td>
<td>-1.62 1.82</td>
<td>-1.7 1.7</td>
</tr>
<tr>
<td>12</td>
<td>-1.7 1.76</td>
<td>-1.7 1.76</td>
<td>-1.72 1.76</td>
</tr>
<tr>
<td>13</td>
<td>-1.76 1.7</td>
<td>-1.76 1.7</td>
<td>-1.8 1.88</td>
</tr>
<tr>
<td>14</td>
<td>-1.86 1.86</td>
<td>-1.86 1.84</td>
<td>-1.76 1.74</td>
</tr>
<tr>
<td>15</td>
<td>-1.74 1.76</td>
<td>-1.76 1.74</td>
<td>-1.84 1.7</td>
</tr>
<tr>
<td>16</td>
<td>-1.7 1.7</td>
<td>-1.7 1.7</td>
<td>-1.92 1.58</td>
</tr>
<tr>
<td>17</td>
<td>-1.76 1.72</td>
<td>-1.72 1.76</td>
<td>-1.66 1.82</td>
</tr>
<tr>
<td>18</td>
<td>-1.88 1.52</td>
<td>-1.76 1.72</td>
<td>-1.76 1.72</td>
</tr>
<tr>
<td>19</td>
<td>-1.72 1.76</td>
<td>-1.88 1.52</td>
<td>-1.76 1.7</td>
</tr>
<tr>
<td>20</td>
<td>-1.9 1.9</td>
<td>-1.92 1.9</td>
<td>-1.72 1.68</td>
</tr>
<tr>
<td>21</td>
<td>-1.68 1.7</td>
<td>-1.7 1.68</td>
<td>-1.7 1.76</td>
</tr>
<tr>
<td>22</td>
<td>-1.76 1.74</td>
<td>-1.68 1.74</td>
<td>-1.74 1.76</td>
</tr>
<tr>
<td>23</td>
<td>-1.72 1.68</td>
<td>-1.74 1.76</td>
<td>-1.74 1.68</td>
</tr>
<tr>
<td>24</td>
<td>-1.68 1.72</td>
<td>-1.72 1.68</td>
<td>-1.7 1.68</td>
</tr>
<tr>
<td>25</td>
<td>-1.74 1.68</td>
<td>-1.78 1.72</td>
<td>-1.68 1.7</td>
</tr>
<tr>
<td>26</td>
<td>-1.76 1.76</td>
<td>-1.68 1.72</td>
<td>-1.68 1.74</td>
</tr>
<tr>
<td>27</td>
<td>-1.5 1.92</td>
<td>-1.5 1.92</td>
<td>-1.82 1.82</td>
</tr>
<tr>
<td>28</td>
<td>-1.68 1.74</td>
<td>-1.74 1.68</td>
<td>-1.72 1.78</td>
</tr>
<tr>
<td>29</td>
<td>-1.5 1.48</td>
<td>-1.76 1.76</td>
<td>-1.88 1.52</td>
</tr>
<tr>
<td>30</td>
<td>-1.7 1.68</td>
<td>-1.68 1.76</td>
<td>-1.92 1.92</td>
</tr>
<tr>
<td>31</td>
<td>-1.78 1.72</td>
<td>-1.5 1.5</td>
<td>-1.76 1.76</td>
</tr>
<tr>
<td>32</td>
<td>-1.72 1.78</td>
<td>-1.6 1.6</td>
<td>-1.76 1.68</td>
</tr>
<tr>
<td>33</td>
<td>-1.62 1.62</td>
<td>-1.68 1.7</td>
<td>-1.74 1.78</td>
</tr>
<tr>
<td>34</td>
<td>-1.76 1.68</td>
<td>-1.46 1.46</td>
<td>-1.62 1.8</td>
</tr>
<tr>
<td>35</td>
<td>-1.68 1.76</td>
<td>-1.78 1.74</td>
<td>-1.6 2</td>
</tr>
<tr>
<td>36</td>
<td>-1.48 1.44</td>
<td>-1.72 1.78</td>
<td>-1.68 1.72</td>
</tr>
<tr>
<td>37</td>
<td>-1.68 1.68</td>
<td>-1.76 1.68</td>
<td>-1.68 1.76</td>
</tr>
<tr>
<td>38</td>
<td>-1.78 1.74</td>
<td>-1.68 1.68</td>
<td>-1.66 1.86</td>
</tr>
<tr>
<td>39</td>
<td>-1.74 1.78</td>
<td>-1.84 1.84</td>
<td>-1.7 1.78</td>
</tr>
<tr>
<td>40</td>
<td>-1.84 1.84</td>
<td>-1.74 1.78</td>
<td>-1.72 1.66</td>
</tr>
<tr>
<td>41</td>
<td>-1.6 1.6</td>
<td>-1.78 1.76</td>
<td>-1.78 1.72</td>
</tr>
<tr>
<td>42</td>
<td>-1.62 1.84</td>
<td>-1.82 1.6</td>
<td>-1.78 1.7</td>
</tr>
<tr>
<td>43</td>
<td>-1.42 1.96</td>
<td>-1.62 1.84</td>
<td>-1.78 1.76</td>
</tr>
<tr>
<td>44</td>
<td>-1.7 1.78</td>
<td>-1.72 1.66</td>
<td>-1.86 1.92</td>
</tr>
<tr>
<td>45</td>
<td>-1.84 1.58</td>
<td>-1.96 1.96</td>
<td>-1.74 1.66</td>
</tr>
<tr>
<td>46</td>
<td>-1.78 1.7</td>
<td>-1.7 1.78</td>
<td>-1.34 1.82</td>
</tr>
<tr>
<td>47</td>
<td>-1.72 1.66</td>
<td>-1.66 1.72</td>
<td>-1.6 1.68</td>
</tr>
<tr>
<td>48</td>
<td>-1.66 1.72</td>
<td>-1.62 1.62</td>
<td>-1.78 1.74</td>
</tr>
<tr>
<td>49</td>
<td>-1.76 1.78</td>
<td>-1.78 1.7</td>
<td>-1.66 1.72</td>
</tr>
<tr>
<td>50</td>
<td>-1.6 1.84</td>
<td>-1.7 1.06</td>
<td>-1.66 1.74</td>
</tr>
</tbody>
</table>

Table 4: Gramacy (2015)'s three designs, each with 50 combinations of 2 inputs