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Consent for processing children’s personal data in the EU: following in US footsteps?

Milda Macenaite and Eleni Kosta
Tilburg Institute for Law, Technology and Society (TILT), Tilburg University, Tilburg, Netherlands

ABSTRACT
With the recent adoption of the General Data Protection Regulation (GDPR), the European Union (EU) assigned a prominent role to parental consent in order to protect the personal data of minors online. For the first time, the GDPR requires parental consent before information society service providers can process the personal data of children under 16 years of age. This provision is new for Europe and faces many interpretation and implementation challenges, but not for the US, which adopted detailed rules for the operators that collect personal information from children under the Children’s Online Privacy Protection Act (COPPA) almost two decades ago. The article critically assesses the provisions of the GDPR related to the consent of minors, and makes a comparative analysis with the requirements stipulated in the COPPA in order to identify pitfalls and lessons to be learnt before the new rules in the EU become applicable.
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1. Introduction
Children are actively present online at an ever-younger age. It is estimated, that globally one in three internet users are under the age of 18.¹ Online, children not only enjoy exciting opportunities of playing, creating, learning, self-expressing, experimenting with relationships and identities, but are also disclosing increasing amounts of their personal data. Ubiquitous computing and the increasing datafication of everything² is seen as enhancing online privacy risks, such as commercial exploitation and misuse of personal data, profiling, identity theft, the loss of reputation and discrimination. For example, as the consequence of dataveillance practices via wearable and mobile devices, social media platforms, and educational software, ‘children are configured as algorithmic assemblages [ … ] with the possibility that their complexities, potentialities and opportunities may be circumscribed’.³ In addition, due to their particular behavioural
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characteristics, emotional volatility and impulsiveness, children (especially teenagers) are seen as being more vulnerable in comparison to adults online. Developmental psychology provides evidence that adolescents can be more active and risk-prone online. They may be less capable of evaluating perilous situations and can be more easily misled, given their lack of awareness vis-à-vis the long-term consequences of their virtual actions. These specific developmental features of children might be easily exploited by online marketers who collect personal data and employ special techniques such as ‘real-time bidding, location targeting (especially when the user is near a point of purchase), and “dynamic creative” ads tailored to their individual profile and behavioral patterns.

Empirical studies show that privacy risks are common on the internet and privacy concerns constitute one of the main worries among children in Europe. In the same vein, adults widely support the introduction of the special data protection measures for children. According to an Eurobarometer survey, 95% of Europeans believed that ‘under-age children should be specially protected from the collection and disclosure of personal data’ and 96% thought that ‘minors should be warned of the consequences of collecting and disclosing personal data’.

Given these online risks and public concerns, there have been increasing calls from policy-makers and academics to transform children’s rights, in particular the rights guaranteed by the UN Convention on the Rights of the Child (UN CRC), to cater for the ‘digital age’. Among the rights to provision and participation, the UN CRC recognises

---

4Judith Bessant, ‘Hard Wired for Risk: Neurological Science, “the Adolescent Brain” and Developmental Theory’ (2008) 11(3) Journal of Youth Studies 347, 358 (criticises research on adolescent brain as ‘it begins with a prejudice (“they” are “different” “irrational” and “deficient”) and then threatens to expand the civil and social disadvantages that already severely affect too many of our young people’. Bessant claims that ‘some young people are sometimes at risk not because their brains are different, but because they have not had the experience or opportunity to develop the skills and judgment that engagement in those activities and experiences supply.’)


8For example, according to the empirical data of the EU Kids online, 9% of children aged 11–16 in Europe have experienced personal data misuse online. See Sonia Livingstone and others, ‘Risks and Safety on the Internet: The Perspective of European Children’ (LSE, EU Kids Online, London 2011).

9Giovanna Mascheroni and Kjartan Olafsson, Net Children Go Mobile: Risks and Opportunities (2nd edn Educatt, Milan 2014)


children’s rights to protection, including a specific protection against arbitrary or unlawful interference with children’s privacy, and unlawful attacks on their honour and reputation (Article 16).\(^\text{12}\)

Yet, protection of informational privacy in the European Union (EU) has been designed for ‘everyone’, conflating adults and children in one single group of data subjects. Since 1995, minors are covered by the age-generic data protection provisions provided by Directive 95/46/EC with no special focus on the processing of children’s data. The newly adopted EU General Data Protection Regulation (2016/679)\(^\text{13}\) (hereinafter ‘GDPR’ or ‘Regulation’) has significantly changed the status quo and rejected the ‘age-blind’ approach to data subjects. The GDPR, which has faced long debates during its adoption process,\(^\text{14}\) explicitly recognises that children need more protection than adults. As explained by Recital 38 of the GDPR, children merit special protection as they ‘may be less aware of risks, consequences, safeguards and their rights in relation to the processing of personal data’, especially online. To provide such special protection, the GDPR has introduced far-reaching changes in relation to the processing of minor’s personal data online, such as child-appropriate information, a stricter right to erasure, and stronger protection against marketing and profiling.\(^\text{15}\) Most importantly and controversially, in cases when the processing of personal data of children takes place on the basis of consent (in accordance with Article 6(1)(a) GDPR), Article 8 of the GDPR has established a parental consent requirement before the offering of ‘information society services’ directly to children under the age of 16 (unless a lower national age threshold between 13 and 16 applies).

Being new, the GDPR’s parental consent requirement remains unclear and faces many practical implementation challenges. However, in the US since 1998 the Children’s Online Privacy Protection Act (COPPA) has provided detailed rules for the operators of online services directed towards children that collect (or have actual knowledge that they collect) personal information from children. As the GDPR has been partially inspired by COPPA, US experience could inform the debate in the EU over the new data protection challenges related to children’s consent in relation to online services. Thus, the aim of this article is to critically assess the provisions of the GDPR related to the consent of minors, and make a comparative analysis with the requirements stipulated in the US COPPA in order to identify


\(^{15}\)For a more detailed description of the child specific protection regime in the GDPR see Milda Macenaite, ‘From Universal Towards Child-Specific Protection of the Right to Privacy Online: Dilemmas in the EU General Data Protection Regulation’ (2017) 19(5) New Media and Society 765.
pitfalls and lessons to be learnt before the new rules on the consent of minors in the EU become applicable.

This article is divided in five parts. The first part provides an overview of the context relating to the processing of children’s personal data, especially in the online world. The second part explores the general notion of consent in the EU data protection law, including the conditions for a valid consent. In the third part, the legislative development of Article 8 of the GDPR dealing specifically with children’s consent in relation to information society services is examined. The fourth part presents the US relevant legislative framework, that is, COPPA and its main requirements. In the fifth part, the challenges related to the practical implementation of the provision on the consent of minors in the GDPR will be discussed in light of the US experience. Finally, based on this comparison, we will conclude with some recommendations for the future application of the new rules on the consent of minors.

2. Conception of Article 8 – exploring the context

Since the adoption of Directive 95/46/EC in the pre-internet era which remained silent in relation to children, the regulatory context for the GDPR has drastically changed. In particular, there have been several driving factors (contextual and legal) behind the vast increase in attention for children’s privacy protection on the Internet, that played a role in acknowledging children as special data subjects in the GDPR.

2.1. Contextual developments

Several developments can be seen as preparing the ground for the adoption of specific provisions in the GDPR relating to the protection of minors with regard to the processing of their personal data.

First, in recent years increased attention has been paid to children and their rights in EU policy making. The importance of promoting children rights has become a clear objective of the EU as stated in Article 3(3) of the TEU. In Article 24 of the European Charter of Fundamental Rights, the EU committed to safeguarding children’s rights to protection and care. Moreover, the effective protection of children in all EU policies having an impact on their rights are identified among the main priorities in EU strategic documents.16 These documents transform the EU policy objectives into actions. The need to ensure that children’s rights are enhanced and respected in all the EU legislative proposals and decisions has been continuously acknowledged among the EU institutions. In fact, the EU Agenda for the Rights of the Child recognises as one of its objectives the achievement of ‘a high level of protection of children in the digital space, including of their personal data, while fully upholding their right to access internet for the benefit of their social and cultural development’.

16Commission (EC), ‘European Strategy for a Better Internet for Children’ (Communication) COM/2012/0196 final, 2 May 2012; Commission (EC), ‘An EU Agenda for the Rights of the Child’ (Communication) COM/2011/0060 final, 15 February 2011 (establishes the strong commitment of all EU institutions and of all EU Member States to promoting, protecting and fulfilling the rights of the child in all relevant EU policies, states that the standards and principles of the United Nations Convention on the rights of the child must continue to guide EU policies and actions that have an impact on the rights of the child, urges to take the ‘child rights perspective’ into account in all EU measures affecting children).
on the European Commission (EC) to present a new and comprehensive strategy and action plan on the rights of the child.\textsuperscript{18} The commitment of the EU institutions to promoting, protecting and fulfilling children’s rights in all relevant policy areas and actions means that the principles of the UN CRC should guide the EU policies directly or indirectly affecting children. In other words, children’s rights considerations, such as the best interest of the child, should be taken into account in the drafting of legislative proposals.

Second, a significant increase in empirical data about children’s internet use and related online risks has been gathered across Europe by the EU funded EU Kids Online project and became available for policy makers, academics and other stakeholders. In 2011, research indicated that 9\% of children aged 11–16 experienced personal data misuse online and significant amount of children faced difficulties when finding and using reporting tools and privacy settings to protect themselves online.\textsuperscript{19} In 2014, research reaffirmed that some of the most important concerns among children still remain related to personal data misuse and reputational damage, such as hacking of social media accounts, creation of fake profiles, and impersonation.\textsuperscript{20}

Third, several inspections on the ground raised the concerns around a growing number of websites and mobile apps targeted at, or frequently used by, ever younger children and the lack of specific data protection rules that would take into account the unique needs of children as data subjects. In 2012, the Federal Trade Commission (FTC) in the US reviewed information provided to users by 400 kids’ apps and revealed that many of them lacked transparency and clear disclosure about the children’s data collection practices.\textsuperscript{21} In 2015 during the time the GDPR was under debate in the Council, 29 data protection authorities (DPAs) from around the world carried out a Global Privacy Sweep (i.e. a joint review of 1494 websites and apps directed towards children).\textsuperscript{22} The results revealed many problems, such as inadequate, non-child-tailored privacy policies, excessive collection of personal data from children, and the frequent disclosure of children’s data to third parties. In relation to age verification and parental consent in services, the Sweep report stated that although many sites and apps claimed in their privacy policies to preclude access to children under a specified age, only 15\% of websites and apps swept had age verification or gating to bar younger children from accessing the site or app. Sweepers also found that some of those controls did not function (e.g. a child indicating she was 10 years old could still access the site)


\textsuperscript{18}European Parliament (EP), Resolution on the 25th anniversary of the UN Convention on the Rights of the Child, 2014/2919 (RSP), 27 November 2014 (called on the Commission to present ‘an ambitious and comprehensive child rights strategy and action plan for the next five years’); Council of the European Union, Conclusions on the promotion and protection of the rights of the child, 15559/14, 4-5 December 2014 (called on the Commission to develop a renewed EU Agenda for the Rights of the Child in line with Better Regulation principles).

\textsuperscript{19}Sonia Livingstone and others, ‘Risks and Safety on the Internet: The Perspective of European Children’ (LSE, EU Kids Online, London 2011); Sonia Livingstone and others, ‘Towards a Better Internet for Children: Findings and Recommendations from EU Kids Online to Inform the CEO Coalition’ (LSE, EU Kids Online, London 2012).

\textsuperscript{20}Mascheroni and Ólafsson (n 9).


and others were only passive (e.g. a pop-up indicating that a child below a specified age should not access the site). Noteworthy, only 24% of sites and apps swept encouraged parental involvement.\(^{23}\)

In response to these finding, some DPAs, such as the French DPA (CNIL), published guidelines\(^ {24}\) thereby sending a reminder to child-directed websites and services regarding their obligations in terms of *inter alia* parental consent for the collection of sensitive data and photographs from children and the transferring of data to third parties for marketing purposes. In the wake of the EU data protection reform, the results of the sweep could have helped to crystalise the final position on the protection of children’s personal data online among the policy makers.

### 2.2. Lack of harmonisation within the EU

The Directive 95/46/EC failed to explicitly address the age limit of consent and as a result there has been lack of clarity on the matter in many EU countries. The question ‘at what age can children consent to have their personal data processed’ even became ironically called ‘the million euro question’ by European data protection experts.\(^ {25}\) Lack of harmonisation across the EU caused legal uncertainty among data controllers who were exposed to diverging legal rules when collecting children’s personal data.\(^ {26}\) In the following paragraphs we will explore why setting the age of consent is a difficult issue and how this issue has been approached by national policy makers in the EU.

#### 2.2.1. The concept of child and his legal capacity

Determination of the legal competence of minors to consent to data processing is a complicated task. The complexity of setting an age specific competence threshold stems from conceptions of childhood, including the ideas about children’s needs and capacities and how they change with growth,\(^ {27}\) as well as national historical, cultural and social heritage of a particular country and legal system. In addition, as Hodgkin and Nowell have rightly noted

> setting an age for the acquisition of certain rights or for the loss of certain protections is a complex matter [which] balances the concept of the child as a subject of rights whose evolving capacities must be respected with the concept of the State’s obligation to provide special protection.\(^ {28}\)

\(^{23}\)ibid.  
Establishing a precise age limit after which the processing of personal data becomes subject to fewer or no additional legal constraints is not a challenge faced solely by data protection law. Other areas such as consumer contract law, family, civil, criminal, and administrative law, have also faced the question of whether, and if so, where a line indicating a particular age as the starting point of adulthood should be drawn. The UN CRC makes use of the term ‘child’, which it defines as ‘every human being below the age of eighteen years unless under the law applicable to the child, majority is attained earlier’. This position was also followed by the Article 29 Working Party, which considered a child as someone under the age of 18, unless they have acquired legal adulthood before that age. The EC’s draft GDPR proposal incorporated the definition of the UN CRC, but this did not make it into the final version of the Regulation (discussed below). However, taking into account that the right to data protection belongs to the child and not to their representative (who is merely appointed to exercise them), legal incapacity until the age of 18 can be easily seen as overprotective. Following the requirements of the UN CRC, children should be increasingly consulted on matters relating to them and thus solutions for consent could range from mere consultation with the child, to parallel or joint consent of the child and a parent, or even to the autonomous consent of a mature child. As a result, diverging age thresholds, rarely as high as 18, are explicitly introduced (or tacitly accepted in practice, depending on the Member State) for minors as data subjects while regulating their power to give a valid consent to the data processing operations. A large discrepancy exists with regard to the age, after which minors are legally competent to give their consent. In general, many European countries consider minors ranging from 14 to 16 years to be competent to consent to the processing of their data. However, the precise question of whether a particular minor has given valid consent in a particular context might still depend on all the circumstances, including both subjective matters such as the maturity of the minor and more objective matters such as whether the matter for which consent was given was in the direct interest of the minor or not, and indeed whether the parents were, or should have been involved.

2.2.2. Three distinct national choices
The lack of harmonised general rules on children’s data processing and consent, opened the door for individual EU member states to nationally set their age limits at which parental consent is required and foresee how valid consent from minors should be obtained. Legal regulations or solely existing opinions and best practices on the age threshold for a valid consent of a minor notably differ across the EU Member States and the legal capacity to consent to data processing operations varies not only in different jurisdictions but also across sectors, like research or advertising.

31ibid.
The broad range of diverging practices among the EU Member States in the area of data protection may be divided into three groups in relation to the method and interpretation of the exact age threshold enabling minors to consent to their data protection.

2.2.2.1. An objective bright-line approach. A few Member States explicitly state in their national data protection law the exact age threshold from which minors are treated as legally competent to act as data subjects on their behalf. This regulatory choice can be called an objective bright-line rule. In Spain, the data protection law contains specific provisions on the consent for the processing of data on minors. According to Article 13 of the Spanish Personal Data Protection Law, ‘data pertaining to data subjects over 14 years of age may be processed with their consent, except in cases when the law requires the assistance of parents or guardians’. The same article also forbids the collection of data from minors regarding members of their family or its members’ characteristics, such as data relating to the professional activity of the parents, financial information, sociological or any other such data, without the consent of the persons to whom such data refers. The exception is data regarding the identity and address of the father, mother or guardian which may be collected for the sole purpose of obtaining their consent. The Spanish law also underlines the responsibility of the data controller for the setting up of the verification procedures that guarantee the age of the minor and the authenticity of the parental consent.

Similarly, although stipulated in less detail, the data protection law in the Netherlands states that

(1)…

The Dutch DPA specified the obligation to obtain valid consent from those under the age of 16 online in its guidelines entitled ‘Publication of personal data on the Internet’ which was adopted in 2007. The Dutch DPA does not specify or recommend concrete methods for obtaining the consent of a minor’s parents or legal representatives, but underlines the general principle that the data controller must be able to demonstrate that consent has been obtained, alternatively consent is void and any subsequent processing of the personal data online is unlawful. It also points to a social responsibility of the website owners and network environments aimed at those under the age of 16 to explain the rights and obligations of their users in a clear and understandable language.

Additionally in Hungary, Section 6 sub-section 3 of the Hungarian Privacy Act clearly states that ‘(T)he statement of consent of minors over the age of 16 shall be

35Real Decreto 1720/2007 por el que se aprueba el Reglamento de desarrollo de la Ley Orgánica 15/1999, de 13 de diciembre, de Protección de Datos de Carácter Personal.
36Wet van 6 juli 2000, houdende regels inzake de bescherming van persoonsgegevens (Wet bescherming persoonsgegevens).
considered valid without the permission or subsequent approval of their legal representative.

Finally, the UK Data Protection Act 1998, albeit not directly referring to the age of consent, has a special section on the exercise of rights in Scotland by children which states:

where a question falls to be determined in Scotland as to the legal capacity of a person under the age of sixteen years to exercise any right conferred by any provision of this Act, that person shall be taken to have that capacity where he has a general understanding of what it means to exercise that right.

It further specifies: ‘a person of twelve years of age or more shall be presumed to be of sufficient age and maturity to have such understanding’. 39

All four of the above-mentioned EU countries introduced the age limit for consent of minors as a general requirements, without making a specific reference to consent in the online environment. Thus, this requirement is equally applicable to data processing online.

2.2.2.2. ‘Regulation by analogy’ approach. Some other Member States chose the ‘regulation by analogy’ model and invoke civil law provisions establishing when a person becomes fully competent to acquire and assume rights and obligations and apply them to the area of data protection. For example, in Lithuania children can be considered as competent from 14 years old, as from that age they enjoy partial rights and are allowed to carry out basic legal acts without the consent of their representatives. Consequently they are also allowed to consent to some basic personal data processing operations. 40

2.2.2.3. Subjective capacity-based approach. Many Member States seem to have no bright-line specific provision or rely on the legal capacity of agents in other branches of law but instead assess the concrete situation on case-by-case basis applying the general criteria of the best interest of the child, level of moral and psychological development, the capacity to understand the consequences of giving consent and evaluating specific circumstances (the age of the child, the purpose of data processing, type of personal data involved, 41 etc.). Such an evaluation of the capacity of the data subject is a subjective and context-specific test rather than one that is universally applicable, but assumption-based exemplar age thresholds are normally set in case law, legal doctrine or guidelines from the DPAs. This choice can be called the subjective capacity test. For example, in the UK, there is a general presumption that no assumptions about an individual under 16 can be made as they lack legal capacity. Although there is no case law about children’s capacity to consent to data processing, the existing case law developed some guidance on the situations

---

38Hungarian Act CXII of 2011 on the Right of Informational Self-Determination and on Freedom of Information.
39Section 66 of the Data Protection Act 1998. For the explanation of this, rather confusing, section see Dowty and Korff (n 30) 15–16.
40M Macenaite and others, Vaiku privatumo apsauga internete (Lithuanian Consumer Institute, Vilnius 2011) 33, 69.
41In Austria, for example, there are no legal restrictions or case law, although the age of 14 is usually taken as the cut-off point below which consent is required, except for the processing of sensitive data, for which parental consent is required for all minors.
in which children can give consent to a medical treatment or legal representation. The seminal case on the matter is *Gillick v. West Norfolk and Wisbech Area Health Authority*. This case developed guidelines under which a doctor can lawfully provide contraception to a girl under 16 years old without informing her parents. It established a principle that children under 16 can sometimes give their consent to certain things, but there is no fixed age when one can presume the competence of a child. In the UK, the Data Protection Act 1998 does not deal with the issue of obtaining consent from children. The main document providing guidance with regard to data collection online is issued by the UK Information Commissioner’s Office (UK ICO) through the Personal Information online code of practice adopted in 2010. The code states that ‘assessing understanding, rather than merely determining age, is the key to ensuring that personal data about children is collected and used fairly’. When services are directed at children, the UK ICO advises: to determine the level of understanding of the child rather than only the age; to require parental consent for children under the age of 12; to collect information in a way that children understand and to which parents are not likely to object. When the information obtained from the child is relatively speaking of less importance or sensitivity (such as name), then simple notification of parents via email is enough, whereas when a photograph of the child is being processed then something more akin to verifiable parental consent is necessary. In Belgium the issue of minors’ consent has been addressed in an Advice issued by the Belgian DPA. The Advice states that even though under Belgian law, the age of maturity is 18 years, the gradual development of minors and the need for more independence with growth should be acknowledged, especially in adolescence, between the ages of 13 and 16 years. When a child is not mature enough to be able to understand the implications of the given consent parental consent is necessary. For those younger than 13 or 14 consent is required in all cases, however in complicated cases parental consent is also mandatory for children younger than 15 years. Parental consent should also be gained when sensitive data are collected from those under 16, and in all cases when data processing is not in the interest of the child.

At a European level, the approach is similar to the majority of the national jurisdictions described in the third group. The Article 29 Working Party in the Opinion dedicated to the protection of children’s privacy, took a similarly flexible approach and did not set precise age limits at which parental consent is required. Instead, it underlined the importance of the maturity of a child and complexity of the data processing at hand. For instance, the Article 29 Working Party believed that data collection from an 8-year-old child for the purpose of sending a free magazine or newsletter does not require parental consent, while such consent would be necessary for the same child to take part in a live TV show.

---

42 Dowty and Korff (n 30) 8.
3. Consent in EU data protection law

3.1. The concept of consent

The consent of the data subject as a legitimate basis for personal data processing is recognised in the Charter of Fundamental Rights (CFR) of the EU and further in the Data Protection Directive (Article 7 DPD). The GDPR retains consent of the data subject as one of the grounds for lawful processing of personal data (Article 6(1)(a) GDPR).

The consent of the data subject in the context of the Data Protection Directive is understood as ‘any freely given specific and informed indication of his wishes by which the data subject signifies his agreement to personal data relating to him being processed’ (Article 2(h) DPD). The definition of consent in the GDPR remains very close to the definition of the term in the DPD:

‘consent’ of the data subject means any freely given, specific, informed and unambiguous indication of the data subject’s wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her. (Article 4(11) GDPR)

The Article 29 Working Party closely examined the concept of consent in the DPD in its opinion on the definition of consent, specifying and examining the criteria for the consent of the data subject to be valid. According to the Article 29 Working Party, the consent must be (a) an indication of the wishes of the data subject ... signifying ..., (b) freely given, (c) specific, and (d) informed. These elements will now be briefly discussed as they remain identical to the definition of consent contained in the GDPR and will be then followed by a short discussion of the ‘unambiguous’ qualification.

(a) Indication of the wishes of the data subject

An essential element in deciding if the data subject consents to a specific processing operation is the examination of whether there is a clear indication of the wishes of the data subject. The GDPR clarifies in the definition of consent that data subject should indicate his wishes using a statement or a clear affirmative action (Article 4(11) GDPR). Therefore consent cannot be inferred from the absolute silence of the data subject. Similarly pre-ticked boxes or lack of any action on behalf of the data subject does not constitute consent (Recital 32 GDPR). Recital 32 GDPR clarifies that an indication of the wishes of the data subject can be provided

by a written statement, including by electronic means, or an oral statement. This could include ticking a box when visiting an internet website, choosing technical settings for information society services or another statement or conduct which clearly indicates in this context the data subject’s acceptance of the proposed processing of his or her personal data. […] If the data subject’s consent is to be given following a request by electronic means, the request

46The CFR of the EU, which came into force on 1 December 2009, besides a right to private life (Article 7), recognised the protection of personal data as a separate right under its Article 8. Article 8 of the Charter safeguards the protection of personal data and Article 8 Part 2 stresses the processing of personal data on the basis of consent or other legitimate grounds by stating:

1. Everyone has the right to the protection of personal data concerning him or her. 2. Such data must be processed fairly for specified purposes and on the basis of the consent of the person concerned or some other legitimate basis laid down by law.

must be clear, concise and not unnecessarily disruptive to the use of the service for which it is provided. (Recital 32 GDPR)

(b) Freely given consent

There are various influences that can be exercised on data subjects in order to manipulate their decision to agree to the processing of their personal data. However, not every exercise of external pressure leads to invalidation of consent. The consent of the data subject is still freely given when positive pressure is exercised, while the exercise of any kind of negative pressure renders the consent invalid. Recital 42 GDPR clearly summarises that ‘[c]onsent should not be regarded as freely given if the data subject has no genuine or free choice or is unable to refuse or withdraw consent without detriment’. The GDPR clearly stipulates that in order to assess whether consent in freely given

utmost account shall be taken of whether, inter alia, the performance of a contract, including the provision of a service, is conditional on consent to the processing of personal data that is not necessary for the performance of the contract. (Article 7(4) GDPR)

Similarly consent will not be deemed to be freely given if this relates to more than one data processing operation and it is not possible to separate out consent on the basis of each individual data processing operation (Recital 43). Moreover recital 43 clarifies that consent should not be considered as freely given and the processing of personal data should not rely on it when there is clear imbalance between the data subject and the data controller ‘in particular where the controller is a public authority and it is therefore unlikely that consent was freely given in all the circumstances of that specific situation’. (Recital 43 GDPR)

(c) Informed consent

The provision of adequate information to the data subject is context-related. The types and amount of information should be decided on a case-by-case basis in the light of the fairness principle. That being said, the information that is specified in Article 13 GDPR should be provided to data subjects irrespective of the circumstances as complemented by any other information that is required in order to properly informed the data subjects vis-à-vis the specific circumstances of the processing. The information should be easily accessible, easy to understand and should be provided in an intelligible form (Recital 39 GDPR). Recital 39 GDPR provides a short description of the transparency principle and indicates that this in particular concerns the provision of

information to the data subjects on the identity of the controller and the purposes of the processing and further information to ensure fair and transparent processing in respect of the natural persons concerned and their right to obtain confirmation and communication of personal data concerning them which are being processed. (Recital 39 GDPR)

In the context of the novelties introduced in the GDPR where risk plays a prominent role in the handling of personal data, the GDPR requires that specific information is provided to the data subjects with regard to the risks, conditions of processing, relevant safeguards in place as well as the rights of the data subjects in relation to the processing of personal data (Recital 39 GDPR). In particular the provision of information to children, in light of the fairness principle, should be adapted to children, in order to make it easy for them to
understand what information is collected about them and for what purposes it will be used.48

(d) Specificity of consent

The GDPR provides that the consent of the data subject should be specific. The requirement for specificity relates to all circumstances surrounding the processing of the personal data for which the consent is been sought. The specification of the information that is provided to the data subject is an intrinsic element of the requirement for informed consent. However, the element that the consent has to be specific also relates to the degree of specificity it has to ascertain. Valid consent requires the explicit specification of the aimed legitimate purposes (recital 39 GDPR). It is unclear to what extent clearly specified consent, covering for instance multiple purposes, could be invalid. On this point the GDPR clarified that multiple processing operations that are carried out for the same purpose(s) can be covered under one consent (Recital 32 GDPR). Similarly, when a processing operation is carried out for multiple purposes, then consent should be provided for all of them (Recital 32 GDPR).

The definition of consent in the GDPR includes the additional requirement that consent needs to be unambiguous, a qualification that was required only in two instances under the Data Protection Directive: when consent was the ground for legitimate processing of personal data (Article 7(a) DPD) and in the context of transfers of data to third countries (Article 26(1) DPD). Several Member States, such as Germany and the United Kingdom, chose not to incorporate the qualification of ‘unambiguously given’ consent in their national data protection legislation when transposing the Data Protection Directive. Kosta claims that

The additional condition that the consent should be given ‘unambiguously’ does not add any real value to the way how consent should be interpreted. A consent given ‘ambiguously’ would amount to an unclear indication of the wishes of the data subject for processing of his personal data and would not qualify as valid consent.49

The EC in its Proposal for the GDPR introduced the element that consent has to be ‘explicit’ in the definition of the term,50 a proposal that was also welcomed by the European Parliament in its first reading.51 The Council of the EU in its first reading did not include either the qualification of unambiguous or explicit consent. However, as already discussed, the final version of the GDPR, which resulted from the Trialogue debates, included a qualification of unambiguous consent in the definition of the term, despite the controversy as to whether this qualification has any actual value.

---

48 Article 29 Working Party, ‘Opinion 15/2011 on the Definition of Consent WP 187’, 13 July, 2011, 37; Recital 58 of the GDPR: ‘Given that children merit specific protection, any information and communication, where processing is addressed to a child, should be in such a clear and plain language that the child can easily understand’.


50 Commission (EC), Proposal for a Regulation of the European Parliament and of the Council on the protection of individuals with regard to the processing of personal data and on the free movement of such data (General Data Protection Regulation) COM(2012) 11 final (Draft Data Protection Regulation), 25 January 2012.

3.2. Special conditions for consent

In Article 7 the GDPR sets out specific conditions with regard to the provision of consent that are also of high relevance in the context of the consent of minors. The GDPR clarifies that the data controller must be able to demonstrate that the consent of the data subject has been provided for specified purposes (Article 7(1) GDPR). As the data controllers will be responsible to prove that the consent of the data subject was provided in a valid way for a specific data processing operation, they should also use reliable means in order to obtain the consent, taking into account the sensitivity of each specific data processing operation.\(^{52}\)

The GDPR also introduces the rule that when data subject consent is provided as part of a written declaration that concerns another matter, then the request for consent has to be presented in a clearly distinguishable form from the other elements of that written declaration in an intelligible and easily accessible form, using clear and plain language (Article 7(2) GDPR). This new rule is already to be found in Germany, where the German Federal Court of Justice published a decision on the ‘Payback’ case, according to which it was sufficient that the clause on the consent to the processing of personal data was clearly highlighted and the data subject was given the opportunity to object to such processing.\(^{53}\) The clause on consent to data processing should not be simply part of the general terms and conditions of a contract, without any special highlighting,\(^{54}\) nor can it be included in the fine print of the contract, as the data subject can easily overlook it.\(^{55}\) According to Article 7(3) GDPR the data subject has the right to withdraw his consent at any time; however the withdrawal does not affect the lawfulness of the processing that was based on consent before the withdrawal (Article 7(3) GDPR).

The application of the general requirements for a valid consent (as mentioned above) is complex. However, this complexity is further intensified in the context of the consent of minors in the online environment. For example, the requirement of a freely given consent becomes more complicated in circumstances where children could give their consent without the involvement or knowledge of parents and this is particularly problematic given that very often their choices may be manipulated and vulnerabilities exploited for commercial purposes due to their increasing spending power.\(^{56}\) Fulfilling the requirements for informed consent is particularly challenging in case of minors, as their level of understanding and ability to foresee possible consequences differs from adults. Although the use of privacy policies is a common practice and many of them formally follow legal requirements regarding the obligatory information, it is doubtful whether they achieve...

---


their goal. However, even with extensive information available and especially given the complexity of profiling techniques and big data analytics that are difficult even for adults to comprehend, many minors would still be unable to properly measure the significance of their consent as regards the impact on their privacy and personal autonomy. Many privacy policies are long, hard to find and navigate, written in complicated language and are beyond the capacity of an average adult to understand.

4. Legislative history of article 8

The GDPR devotes a specific Article to the processing of the personal data of children which pays special attention to issues related to consent. The legislative history of Article 8 of the GDPR is thin. It seems that the majority of the debates during the GDPR legislative process focused more around articles with a direct economic impact on data controllers’ activities and the Digital Single Market, such as the one-stop-shop mechanism or profiling, rather than protection of vulnerable data subjects. Article 8 witnessed sporadic renewals of interest during the debates and clearly lacked well-reasoned justifications and evidence before adoption. Nevertheless, this section aims to chronologically delve into the positions of the EU institutions involved in the legislative process and the changes they proposed to Article 8.

4.1. Commission proposal

A first unofficial version of the EC Proposal for the GDPR was leaked online in December 2011 by StateWatch. In this text a child was defined as any person under 18 years (Article 3 Part 18). This definition echoed the understanding of childhood in accordance with the UN CRC. That version of the GDPR did not contain any specific articles on the processing of the personal data of a child. Instead, Paragraph 6 of Article 7 which specified the conditions for consent established that the consent of a child is only valid when given or authorised by the child’s parent or custodian. This approach demonstrates that at the beginning of the data protection reform process the EC had no intention of differentiating between digital and offline consent and aimed at protecting equally everyone below the age of 18. The same is confirmed in the questions that the EC posed to the key stakeholders in the targeted consultation meetings in 2010, asking if ‘a harmonized age limit of 18 years in line with Article 1 of the UN Convention on the Rights of the Child’ should be adopted to better protect the personal data of minors.

The Proposal for a GDPR,\(^{61}\) officially presented by the EC on 25 January 2012, retained the definition of a child as any person below the age of 18 years (EC proposal GDPR). However, just before publishing the Proposal (during the Commission inter-service consultation process) an amendment to the article on consent was unexpectedly introduced and a new Article on the processing of the personal data of a child was added to the GDPR.

In relation to the offering of information society services directly to children, the age limit at which the personal data of a child cannot be processed without parental consent was lowered to 13 years (Article 8 Part 1). The European Data Protection Supervisor (EDPS) found this approach ‘reasonable’,\(^{62}\) while the Article 29 Working Party suggested that the scope of application of this provision was broadened in order to cover other areas where the processing of personal data of children is taking place, outside the provision of information society services.\(^{63}\) According to the EC proposal the EC would have retained the power to specify concrete methods to obtain valid consent for the processing of the personal data of children\(^{64}\) and to publish delegated acts specifying the criteria and the conditions under which the consent of a child can be provided in a valid way.\(^{65}\) The EDPS, however, expressed concerns with such delegated acts that would specify criteria and requirements for the methods in order to obtain verifiable consent in relation to the specific measures which the Commission might envisage for micro, small and medium-size enterprises.\(^{66}\)

4.2. European parliament first reading

The Commission’s draft GDPR proposal was subject to intensive discussions and lobbying at the European Parliament. In the Civil Liberties, Justice, and Home Affairs (LIBE) Committee alone 3999 amendments to the GDPR were proposed. On the 21st of October 2013, the LIBE Committee adopted the amendments to the EC proposed Regulation, including amendments to Article 8. The amendments proposed by the LIBE Committee were almost unanimously approved in the first reading of the European Parliament on 12 March 2014.\(^{67}\)

Despite the amount of amendments registered, the discussions at the European Parliament (EP) did not lead to major substantive changes for Article 8 but instead only to small modifications. The EP, in essence, avoided questioning the necessity of having parental control through consent or indeed adopting a more nuanced version. It also refrained from publicly debating the reason of limiting the parental consent requirement to children below the age of 13 or questioning the burden and ineffectiveness of the parental consent mechanisms. The EP mainly introduced a specific information obligation requiring that information be ‘provided in a clear language appropriate to the intended audience’ (Article 8(1a) EP first reading). It also deleted the authority of the EC to adopt


\(^{62}\)European Data Protection Supervisor (n 52) para 128.


\(^{64}\)Article 8(4) and Recital 130 draft Data Protection Regulation.

\(^{65}\)Article 8(3) and Recital 129 draft Data Protection Regulation.

\(^{66}\)European Data Protection Supervisor (n 52) para 81.

\(^{67}\)European Parliament, Legislative resolution on the proposal for a regulation of the European Parliament and of the Council on the protection of individuals with regard to the processing of personal data and on the free movement of such data (General Data Protection Regulation) (COM(2012)0011 – C7-0025/2012), 12 March 2014.
implementing acts with standard forms for verifiable consent. Instead it designated the European Data Protection Board (EDPB) as responsible to issue guidelines, recommendations and best practices on how verifiable consent can be obtain or for verifying consent (Article 8(3)).

However, there were amendments that were tabled in relation to these issues but these were not included into the final text. A group of Parliament members (MEPs) proposed to specifically underline that the protection of children is particularly important in social networks. Other such amendments highlighted that

the industry should take its shared responsibility to come up with innovative solutions, products and services in order to increase the safeguards on protection of personal data, in particular for children, for example through codes of conducts and monitoring mechanisms.

One group of the MEPs proposed to delete Article 8 from the text of the GDPR. The age of a child was questioned by five MEPs who proposed to raise the age limit for parental consent from 14 to 15 or 16 years. One MEP suggested to increase the age limit up to 18, but to limit the scope of application (exempt services that ‘are particularly appropriate and suitable for a child and have been notified and are controlled by the relevant national authorities’ from consent requirement) and to accept unreliable consent methods (parents’ consent via email).

Notwithstanding the amendments proposed by a number of MEPs, the EP in its first reading made only the following changes. First, it expanded the scope of application of Article 8 and imposed the obligation to obtain parental consent to data controllers processing children’s data in the offline world, when offering ‘goods or services’ directly to children rather than ‘information society services’. In such a way, the EP followed the suggestion of the Article 29 Working Party to cover other areas where the processing of the personal data of children is taking place, outside the provision of information society services. Second, the EP required data controllers to give information to children, parents and legal guardians in a clear, audience-appropriate language. As a result, the European Parliament amendments strengthened consent as an informed indication of wishes, in particular in respect to children. A similar provision already existed in the EC proposal (Article 11) but was formulated in general terms and applicable to all data subjects. Third, the EP modified Recital 38 (previously Recital 29) by deleting a reference to the UN Convention on the Rights of the Child as a document from which the definition to determine when an individual is a child should be taken. This deletion did not substantially
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74 LIBE, Compromise Amendments to the GDPR, A7-0402/2013, 21 October 2013, Article 8 para 1a.
change anything, as the definition of a child as an individual under 18 years of age still remained in Article 4(18).

The EP also added an emphasis on grounds other than consent for the lawful processing of the personal data of children: ‘other grounds of lawful processing such as grounds of public interest should remain applicable, such as for processing in the context of preventive or counselling services offered directly to a child.’

This shows that the MEPs realised that certain services are created for children who seek help and must be used without their parents’ consent, especially in situations where their parents might be closely linked to the problem, such as online-chats for victims of sexual abuse. In other cases, when the interest of parents and children may not coincide consent may also not be the best ground for lawful data processing. This provision partly follows the suggestion of the EP Legal services and Internal Market and Consumer Protection committees which proposed exceptions to the parental consent rule in case of health data processing and social care. The justification was that

in the context of health and social care authorisation from a child’s parent or guardian should not be necessary where the child has the competence to make a decision for him or herself. In Child Protection Cases it is not always in the interests of the data subject for their parent or guardian to have access to their data, and this needs to be reflected in the legislation.

A similar amendment was tabled by two MEPs who proposed to adopt an exemption for parental consent in the context of health and social care where the child has the maturity and competence to make a decision on their own. It was stressed, that in the UK, for example, a person of 12 years is presumed to be old and mature enough to exercise the right to decide who else can access their health records.

Noteworthy here is a sliding scale approach to consent proposed by the Legal service of the EP. The proposal took a risk-based approach and recognised various possible forms of consent instead of subjecting consent to a single rule. It stated that ‘the appropriate form for obtaining consent should be based on any risk posed to the child by the amount of data, its type and the nature of the processing’. This proposal was in line with the approach of the Article 29 Working Party. The Article 29 Working Party proposed that the mechanism that would be used for age verification in the online environment each time should depend on various factors relating to the specific data processing operation, such as the types of personal data that will be processed, the purposes for which they will be processed, eventual risks arising from the processing etc.
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76 LIBE Amendments (3) 886-1188 (n 70), Amendment 1021 by Birgit Sippel, Petra Kammerevert and Josef Weidenholze.
77 EP, Opinion of the Committee on Legal Affairs, Amendment 56, 25 March 2013, Opinion of the Committee on the Internal Market and Consumer Protection, Amendment 89, 28 January 2013 <http://www.europarl.europa.eu/sides/getDoc.do?type=REPORT&reference=A7-2013-0402&language=EN#title6> accessed 10 April 2017 (states that the authorisation from a child’s parent or guardian should not be necessary where the processing of personal data of a child concerns health data and where the Member State law in the field of health and social care prioritises the competence of an individual over physical age).
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79 LIBE Amendments (3) 886-1188 (note 70), Amendment 1030 by Claude Moraes and Glenis Willmot.
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4.3. Council of the EU drafts

The most heated debates on the future of Article 8 of the GDPR took place in the Council of the EU. While the European Parliament proposed only revisions to the existing text of the EC focusing on the scope of its application, in the Council of the EU substantial debates among the Member States arose around the actual necessity to include any provisions on minors’ consent in the GDPR. The drafts of the GDPR published by two different presidencies contain evidence of debates that took place among Member States around Article 8 of the GDPR. A revised version of the draft GDPR published by the Greek Presidency on 30 June 2014, reveals that Member States had opposing opinions on the issue.

Seven Member States (Czech Republic, Germany, Austria, Sweden, Slovenia, Portugal, and the UK) held a scrutiny reservation and two countries (Czech Republic and Slovenia) wished Article 8 deleted. Norway proposed in line with its national data protection law the inclusion of a general provision prohibiting the processing of the personal data relating to children in a manner that is contrary to the child’s best interest, instead of a specific article on children’s consent. Such a provision, it claimed, would allow broader protection as the supervisory authorities would be able to intervene also in cases where, for example, ‘adults publish personal data about children on the Internet in a manner which may prove to be problematic for the child’. Three Member States (Germany, Slovenia and Romania) suggested raising the age limit for consent from 13 to 14 years.

The draft published by the Latvian Presidency of the Council on 11 June 2015 was the basis for the General Approach of the Council on the GDPR. It demonstrated the crystallisation of three diverging views among Member States in relation to article 8. Now more Member States voiced a preference to have Article 8 deleted (Czech Republic, Malta, Spain, Slovenia and UK). Potential reasons of their preference to abandon the article relate to the difficulties to unanimously define a child in different EU countries and practical challenges relating to age verification and content obtaining mechanisms.

A larger group of Member States took a middle ground position as they expressed understanding of the merit and would have liked to see a provision on child protection in some form (Austria, Belgium, Cyprus, Germany, Greece, Hungary, Ireland, Italy and
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85 Norway, although not being an EU country, participated in the debate on the GDPR as it will be applicable to Norway as part of the European Economic Area (EEA) together with Iceland and Liechtenstein.
86 Norway on 20 April 2012 (Act of 20 April 2012 no. 18., effective 20 April 2012 under Royal Decree 20 April 2012 no. 335) amended its Personal Data Protection Act and among other changes included a provision which strengthens the protection of children’s privacy beyond specific reference to their consent. Under the section 11, one of the basic requirements to process personal data, such as explicit purpose, data adequacy, relevancy is the requirement tailored to children as data subjects (i.e. ‘Personal data relating to children shall not be processed in a manner that is indefensible in respect of the best interests of the child.’).
87 Several delegations (Germany, France, Hungary, Luxembourg, Latvia, Romania, Slovenia) questioned the age of consent being set at 13 years. EC clarified that the choice was based ‘on an assessment of existing standards, in particular in the US relevant legislation (COPPA)’. Council of the European Union, Note from Presidency to Working Party on Information Exchange and Data Protection, 11028/14, 30 June 2014, 87–88.
The third group of states took a different turn and instead of strengthening and clarifying parental consent, it proposed adding a limitation on certain data gathering and processing practices in relation to minors (profiling and marketing). France, supported by Estonia, Denmark, Sweden and Poland, suggested deleting Article 8 and instead inserting a particular provision for children when the Articles of the data subjects’ rights were discussed, for example in Article 20 on profiling.

The Council draft from the 11th of June 2015 recognised the need for the special protection of children especially in relation to ‘the use of personal data of children for the purposes of marketing or creating personality or user profiles and the collection of child data when using services offered directly to a child’ (Recital 29). However, the definition of a child as any person below the age of 18 years was deleted from the list of definitions. The Council changed back the scope of Article 8 to focus on children’s consent in relation to information society services. In such cases consent must be ‘given or authorised by the holder of parental responsibility over the child or is given by the child in circumstances where it is treated as valid by Union or Member State law’ (Article 8(1)). In this way the Council left it up the Member States to specify the age and the conditions for considering the consent for the processing of personal data of children valid. Moreover, it made it a responsibility of the data controller to verify that consent is provided or authorised by the person that holds parental responsibility over the child (Article 8(1a)). The Council did not include any provision detailing a Commission or EDPB responsibility to issue guidelines or best practices regarding the obtaining of verifiable consent or on the verification of such consent.

Initially, the Council kept the age limit for parental consent of 13 years that was first introduced by the EC, but a last-minute change raised the age of consent to 16 years. This change generated public outrage, especially among children’s rights activists, companies and youths themselves on social media. The provision was interpreted as banning kids from social media and even as being an attack on their human rights (i.e. such as freedom of expression and right to information). In view of the meeting of the Committee of Permanent Representatives on 9 December 2015, the final GDPR draft opted for a compromise: the age of consent was set at 16 years, but allowed Member States to set a lower age which could not go below 13 years. Thus, unless otherwise provided by
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Member State law, controllers must obtain the consent of a parent or guardian when processing the personal data of a child under the age of 16. The only reference to the change in the Council documents that can be found states: ‘[…] on the conditions applicable to consent given by a child, the co-legislators converged on keeping “below the age of 16 years” as a common ceiling, while allowing Member States to foresee lower age limits’.

On the 15th of June 2015 the Council agreed on a General Approach on the GDPR based on the draft of the 11th of June 2015 and the Presidency of the Council received in this way a negotiating mandate to enter into the trialogue phase with the European Parliament and Commission. The trialogue resulted in a compromise text that was presented on 15th of December 2015. The focus of Article 8 remained on information society services. Aside from the statement that children deserve specific protection of their personal data due to their lower awareness of risks, consequences, safeguards and their rights, additional emphasis was also placed on where such special protections were especially relevant (i.e. when children’s data is processed for the purposes of marketing or creating personality or user profiles and the collection of children’s data when using services offered directly to a child). The consent of a parent or legal guardian was omitted for preventive or counselling services offered directly to a child.

4.4. Article 8 of the GDPR as adopted

The official position of the Council was adopted on the 6th of April 2016 at first reading, it was approved by the EP on the 14th of April 2016 in its second reading and was finally adopted on the 27th of April 2016. No definition of a child was included in the final text of the GDPR. As a consequence, a number of questions on how the rights, obligations and prohibitions contained in the GDPR (such as the right to erasure, obligations of data protection by design and default, transparent information, prohibition of profiling), related to children should be applied in terms of scope. It remains unclear whether they cover all children under 18 years old or different age limits (e.g. national age limits in analogy with Article 8), should apply. Article 8 retained its focus on the conditions applicable to children’s consent in relation to information society services. An Information Society Service is understood under the GDPR as ‘a service as defined in point (b) of Article 1(1) of Directive (EU) 2015/1535 of the European Parliament and of the
Council (Article 4(25) GDPR). The age limit of 16 was set as the rule for consent to the processing of personal data of a child, but this retained the possibility for Member States to use a lower age which could not go below 13 years. Recital 29 was renumbered to Recital 38 without however any substantial changes in its content. For the rest, Article 8 followed the amendments introduced in the draft of the 15th of June 2015, discussed above.

As a consequence, the adopted Article 8 of the GDPR left the existing state-of-the-art essentially unchanged: no coherent and uniform age threshold in the European Digital Market on when children can consent to their data processing themselves and to what extent their consent is valid. The remaining inconsistent age standards across the EU and between the EU and the US, not only undermines much-anticipated harmonisation effect of the GDPR, but also maintains significant challenges for companies that provide international services. Also, as noted by Kress and Nagel, the ‘possibility to enact deviations could water down the level of protection which is initially awarded by Art. 8 GDPR’. It is unclear whether Member States will act together to unify the age threshold in any way. At the time of writing, there have been discussions on lowering the age of consent to 13 years of age in at least two member states, the UK and Belgium, while the German draft for a new Federal Data Protection Act has retained the threshold of 16 years.

From a policy making perspective, despite the efforts to promote the rights of the child in the EU policy making, the GDPR provision on the age of consent seems to be opaque, inconsistent and lacking explanations and evidence from the beginning. The EC originally did not have a strong position in relation to the protection of the personal data of children but changed its view on the age for parental consent during the revision process without clear justifications. Despite a number of amendments introduced by various members, the European Parliament avoided discussion of Article 8 choosing to focus its attention on other, more digital market related, articles. The Council has substantially deviated from the original EC proposal. It has initially increased the age limit of consent to 16 years and in the last minute of negotiations adopted a flexible approach leaving the decision partially to the Member states. Even more controversially, the EU was given a chance to re-affirm its commitment to protect the rights of the child in the information society, in the ePrivacy Regulation proposed on 10 January 2017 which is as a lex specialis to the GDPR (Article 11 GDPR and recital 5 of the GDPR). It missed that opportunity, as the ePrivacy
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regulation neither continues the distinction between adults and children as data subjects nor refers to the specific requirements of Article 8 of the GDPR. Although it might be argued that protection of electronic communications can be generally addressed, a clear reference to the GDPR parental consent requirement would have been welcomed and demonstrate consistency and commitment to the purpose of protecting children online.

5. The US COPPA and parental consent

Introduced more than 15 years ago in the US, the COPPA is one of the first pieces of legislation adopted to specifically protect the privacy of minors under 13 years of age online. Although not entirely uncontroversial, COPPA ‘seeks to put parents in control of what information commercial websites collect from their children online’. It has been considered by the FTC, COPPA’s primary enforcer, as an effective act protecting children without unduly burdening operators of online services, but heavily criticised by others due to its limited scope (children below the age of 13), the burden of parental consent mechanisms for service operators, the possible impact on online anonymity, and the balance between parental and service provider responsibility.

As a general rule, COPPA requires online services that are directed towards children or that have actual knowledge that they have users under 13 (e.g. because the service collects date of birth) to obtain verifiable parental consent before collecting any personal information. COPPA applies only to commercial service providers and non-profit entities generally are not covered by the parental consent requirement.

Under COPPA, ‘verifiable parental consent’ means that the consent method must be reasonably calculated, in light of available technology, to ensure that the person providing consent is the child’s parent. The FTC specifies several possible methods of obtaining verifiable consent, if children’s personal information is going to be disclosed to third parties (except service providers) or made publicly available online, such as in a chat, profile or similar feature. These include, for example:

- providing a form the parent can print, fill out, sign and post, fax or scan and email back;
- requiring the parent to use a credit card or similar method of payment (such as PayPal) in connection with a monetary transaction (this could include a membership or subscription fee, or simply a charge to cover the processing of the card);
- maintaining a free-phone (toll free) number staffed by trained personnel for parents to call in their consent;
- permitting the parent to connect to trained personnel via video conference; or
- verifying the parent’s identity by checking a form of government-issued ID against a database of such information, provided that the ID is deleted promptly after verification is complete.
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In cases where the information is not going to be disclosed or made publicly available, an additional method known as ‘email-plus’ is allowed. This method involves the service operator’s obtaining consent through the receipt of an email from the parent, plus one further step: the service provider can contact directly the parent using a postal address, telephone or fax, or send another email to the parent to confirm their consent.

COPPA foresees certain exceptions to the general consent rule. Verifiable consent is not needed when: (1) responding to a one-time request from a child, provided that the child’s personal information is deleted after the response is made; (2) collecting personal information in order to send the child periodic communications such as newsletters, provided that the parent is given the opportunity to opt out; (3) where necessary to protect the safety of a child participating in the service; or (4) where necessary to protect the security/integrity of the service, respond to a judicial request or other public investigation.

In practice, most child-directed online services appear to operate under one of the exceptions to COPPA that allows a one-time use, multiple online contact with simply a notice to a parent (and opportunity to opt out), or e-mail plus. This limited use of legal COPPA provisions can be claimed to demonstrate the reluctance among industry to fully embrace COPPA in their services.

Contrary to the child-specific services, general audience sites and services do not have to obtain parental consent unless they have actual knowledge that their users are under 13. In practice, this means that many general audience services expose themselves to COPPA only if they collect age or date of birth. As a result, for them to avoid having to comply with COPPA (i.e. to avoid acquiring actual knowledge that a user is a child) it is simply sufficient to avoid the collection of the age or the date of birth of users. In contrast, although general audience sites and services do not have an obligation to collect age information, some service providers take precautions by explicitly prohibiting the users under 13 from using the service in the terms and conditions and asking all users to enter their birth date before they can access the service. In accordance with the FTC’s suggestion, they ask for the age in a neutral manner, that is, allowing any birth date to be entered without stating or implying that a user has to be at least 13. If the date given proves users to be under 13, they age gate and block them. In addition, a cookie can be placed on their computer preventing them from simply re-entering false information.

From the 1st of July 2013 the FTC amended COPPA in order to clarify its scope and strengthen protection for children’s personal information (i.e. ‘to minimise the collection of personal information from children and create a safer, more secure online experience for them’) in light of changes in online technology and the evolving use of such technologies by children since COPPA first went into effect in April 2000. The amendments include modifications to the definitions of operator, personal information, and Web site or online service directed to children. It also updated the requirements set forth in the notice, parental consent, confidentiality and security, and safe harbour provisions, and added a new provision addressing data retention and deletion.

6. Understanding parental consent in practice

As Article 8 of the GDPR is without precedent in Europe, its practical implementation raises many questions, such as to which services the requirement will apply, how child directed services will be delineated, and how consent and age should be verified. These questions will need to be addressed by the national legislators, DPAs and the EDPB where relevant in the future. In this part we will therefore discuss the key uncertainties that merit attention before the GDPR comes into effect.

6.1. Information society services

The general GDPR provisions apply to any service that involves personal data processing, wholly or partly by automated means or when personal data form part of a filing system (Article 2 GDPR). Article 3 explicitly specifies that it applies to free services offered to data subjects in the EU by a controller or processor not established in the EU territory. To the contrary, the parental consent requirement, that is, Article 8 GDPR, has a specific material scope and is applicable to the information society services offered directly to a child. To define the meaning of the specific scope of application of Article 8, the GDPR makes use of the definition of an information society service contained in Directive (EU) 2015/1535 which defines such services as ‘any service normally provided for remuneration, at a distance, by electronic means and at the individual request of a recipient of services’ (Point (b) of Article 1(1) Dir. 2015/1535). The notion of ‘remuneration’ under this definition could be interpreted in a very restrictive way, requiring the user to pay for the provided service. However the majority of the services offered in the information society do not directly require remuneration from the users, including free social media, online gaming, entertainment sites, email or instant messaging services. Therefore, the phrase ‘normally provided for remuneration’, should be interpreted broadly. The European Court of Justice has dealt with the concept of remuneration in the context of services offered within the EU in various cases and has adopted such an interpretation. In Belgium v Humbel the European Court of Justice considered that ‘the essential characteristic of remuneration […] lies in the fact that it constitutes consideration for the service in question and is normally agreed upon between the provider and the recipient of the service’. It is not the recipient who necessarily gives the remuneration; the critical

112 Article 3 states: ‘Territorial scope:

(1) This Regulation applies to the processing of personal data in the context of the activities of an establishment of a controller or a processor in the Union, regardless of whether the processing takes place in the Union or not.

(2) This Regulation applies to the processing of personal data of data subjects who are in the Union by a controller or processor not established in the Union, where the processing activities are related to:

(a) the offering of goods or services, irrespective of whether a payment of the data subject is required, to such data subjects in the Union; or

(b) the monitoring of their behaviour as far as their behaviour takes place within the Union’.

113 In contrast, the US COPPA does not mention the distinction between free and paid online services, and applies to operators of child-directed websites and online services collecting personal information, broadly covering ‘any service available over the Internet, or that connects to the Internet or a wide-area network’. According to the FTC, ‘examples of online services include services that allow users to play network-connected games, engage in social networking activities, purchase goods or services online, receive online advertisements, or interact with other online content or services. Mobile applications that connect to the Internet, Internet-enabled gaming platforms, voice-over-Internet protocol services, and Internet-enabled location-based services also are online services covered by COPPA’. See FTC, ‘Complying with COPPA: Frequently Asked Questions’, Section A. Question 9. <https://www.ftc.gov/tips-advice/business-center/guidance/complying-coppa-frequently-asked-questions#General%20Audience> accessed 3 March 2017.
element is that the remuneration is given to the provider of the service. Indeed in Bond van Adverteerders v Netherlands, the Court of Justice of the EU found that the remuneration does not need to come from the recipient of the service (i.e. in this case the viewer), instead it suffices that the remuneration comes from another party, such as an advertiser. The Court of Justice of the EU has further ruled that a service can be considered as provided for remuneration even in cases where the provider is a non-profit organisation, when there is an ‘element of chance’ inherent in the return or when the service is of recreational or sporting nature, within this interpretation. Therefore, an activity that is financed via advertising can also be considered as being provided for remuneration, even if the remuneration does not come directly from the user. This interpretation is also in line with the original idea of the EC to protect children on social networks and with the understanding of Article 8 of the GDPR by the Bavarian DPA.

As a result of the broad interpretation of the term ‘information society services’, the GDPR parental consent requirement will be potentially applicable to a very wide range of online services. The only clear precondition is that personal data is processed by the service and consent is the legal grounds on which this processing is based. Hypothetically, it can be questioned whether any online services offered directly to children can remain outside the parental consent requirement, given the fact that even though there are many websites that can be used without actively providing personal data, such as news or entertainment websites, personal data is often passively collected through tracking techniques (i.e. browser fingerprinting or cookies) and requires users’ consent under the e-Privacy Directive.

Such a potential over-reliance on parental consent to process children’s personal data is hardly desirable, given the deficiencies of consent as a protection mechanism and possible unintended consequences, such as ‘consent fatigue’ among parents, and potential limitation of children’s rights and opportunities (discussed below). Instead of consent, it is worth considering if other lawful grounds such as ‘legitimate interests’ of data controllers (Article 6.1(f) GDPR) could allow to better safeguard the rights of children and ensure a closer scrutiny when personal data of children is processed, if they are complemented with stricter audits and data compliance mechanisms. In fact, the UK ICO encourages data controllers to rely on the legitimate interest ground, because before invoking it they need to assess the impact of their data processing on children, and consider if
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114C-263/86 Belgian State v René Humbel and Marie-Thérèse Edel (Belgium v Humbel) [1988] ECR 5365, para 17.
116Craig and de Búrca (n 115) (provide extensive references to various cases of the Court of Justice relating to the concept of services and remuneration). See for instance: C-70/95 Sodemare and others/Regione Lombardia (Sodemare) [1997] ECR I-3395; C-275/92 H.M. Customs and Excise/Schindler (Schindler) [1994] ECR I-1039; C-415/93 Union royale belge des sociétés de football association and others/Bosman and others (Bosman) [1995] ECR I-4921.
118EC confirmed that he main objective of Article 8 is to protect children on social networks. See Council of the European Union, Note from Presidency to Working Party on Information Exchange and Data Protection, 11028/14, 30 June 2014, 87–88.
120Article 5(3) of the ePrivacy Directive requires prior informed opt-in consent for storage and access to information on users’ terminal equipment.
such processing is fair and proportionate. In the same vein, due to a high possibility to gain ill-informed consent and the subsequent complications in withdrawing such an invalid consent, some DPAs advise against the use of consent of children or do not recognise consent given by them to legitimise data processing operations.

If data controllers fully consider all the factors (e.g. the nature and source of the legitimate interest, the aim of the data processing, the impact on children and their reasonable expectations, additional safeguards to limit undue impact on children) and ensure that the interests and fundamental rights of children are duly taken into account, the legitimate interest ground can potentially protect children more than the reliance on consent. Even more so, because in case of children the interpretation of the legitimate interest grounds is restricted by the GDPR. Due to the special status of children as data subjects their rights should be considered as overriding the legitimate interest of the data controllers more easily than adult’s rights (Article 6.1(f) GDPR).

6.2. Services offered directly to children

The GDPR parental consent requirement concerns online services offered directly to children. Although the intention of the legislator to create a specific protection regime for services that process children’s personal data is clear, the exact distinction of services to which the protection applies is a complex issue. In practice, services targeted at children compose only a small part of all services that children can access, use, and sign up to. The latter, so called general and mixed audience services, generate major privacy concerns and anxieties in practice. Various studies in Europe and North America report that from a broad range of websites that children use nowadays, the most popular websites (such as YouTube, Facebook and Google search to name just a few) are often not directed specifically to children (at least not those under 13). Many of such websites claim in their terms of use that their services are not intended for those under 13, even if in practice substantive numbers of young children are in fact active users. As a result, the young ‘unauthorised users’ are treated as adults and presented with the same information and privacy settings, without any consideration of their particular needs, online behaviour or the risks for them in the online environment. Thus, an important question is to what extent the GDPR will reflect reality and to what extent the parental consent requirement will cover general-audience or mixed-audience services and sites.

122Christopher Kuner, European Data Protection Law: Corporate Compliance and Regulation (OUP, 2007) 211.
125Valerie Steeves, ‘Young Canadians in a Wired World, Phase III: Life Online’ (MediaSmarts, Ottawa 2014).
126Courtney K Blackwell and others, ‘Children and the Internet: Developmental Implications of Web Site Preferences among 8- to 12-Year-Old Children’ (2014) 58(1) Journal of Broadcasting & Electronic Media, 1 (data collected from 442 8- to 12-year-old US children to investigate their Internet content preferences indicated that YouTube (26%) and Facebook (18%) were the two most favoured websites in this age group). danah boyd and others, ‘Why Parents Help Their Children Lie to Facebook about Age: Unintended Consequences of the ‘Children’s Online Privacy Protection Act’ (2011) 16(11) First Monday (surveyed 1007 US parents or guardians with children ages 10–14 and found that 19% of 10-year-olds, 32% of 11-year-olds and 55% of 12-year-olds have a Facebook account). Sonia Livingstone and others, ‘Risks and Safety on the Internet: The Perspective of European Children’ (LSE, EU Kids Online, London 2011) (surveyed 25,142 9- to 16-year-olds in 25 EU countries and showed that 38% of 9- to 12-year-olds have their own profile on social networks).
As the GDPR has just been adopted, the answer to this question is unclear. The FTC under COPPA in the US has indicated several criteria to determine whether a website or an online service is directed at children. These criteria include: the subject matter of the service, its visual content, the use of animated characters or child-oriented activities and incentives, music or other audio content, the age of models, presence of child celebrities or celebrities who appeal to children, language or other characteristics of the website or online service, or whether advertising promoting or appearing on the website or online service is directed to children.\textsuperscript{127} Competent and reliable empirical evidence of audience composition and evidence regarding the intended audience are also among the factors to be considered.\textsuperscript{128} This ‘totality of the circumstances test’\textsuperscript{129} seems a solid yardstick if applied holistically,\textsuperscript{130} but might prove problematic if taken in parts. For example, in 2014 the FTC brought a case against TinyCo, deciding that their fantasy apps were subject to the COPPA requirements based mainly on the appearance of these apps’. The FTC claimed that

apps appeal to children by containing brightly-colored, animated characters from little animals or zoo creatures to tiny monsters, and by involving subject matters such as a zoo, tree house, or resort inspired by a fairy tale [ and] the language used to describe the apps in the app stores and the gameplay language is simple and would be easy for a child under age 13 to understand.\textsuperscript{131}

As Hoofnagle noted, ‘many general-audience apps have childish themes’.\textsuperscript{132} This can be well illustrated by the Angry Birds app, which entails child appealing, animated characters, such as stylised colourful wingless birds and green pigs, and thus seems to meet the FTC’s criteria for being directed at children, but in fact is widely used by adults in practice.\textsuperscript{133}

The FTC has found a solution which, although not entirely uncontested, partially subjects general audience services (i.e. services that are not targeting children but are used by them) to COPPA requirements. It uses the ‘actual knowledge’ test, according to which the COPPA obligations apply to operators of general online services that have actual knowledge that they are collecting, using or disclosing the personal information of children. The general service providers are not obliged to investigate the age of their users actively, but acquiring passive knowledge of children using the service creates obligations under COPPA. Such passive knowledge can be gained, for example, if the operator learns that the person is a child under 13 when dealing with its users, such as responding to an email, seeing the age or the grade in a feedback option, or getting to know the age from a concerned parent, or if a child announces their age in a post seen by an employee of the operator.\textsuperscript{134} The actual knowledge standard seems to be problematic in its


\textsuperscript{129}Hoofnagle (n 109) 200.

\textsuperscript{130}The COPPA Rule’s Statement of Basis and Purpose (64 Fed. Reg. 59893) states that the FTC, in making its assessment, should consider ‘the overall character of the site – and not just the presence or absence of one or more factors’.

\textsuperscript{131}US v Tinyco.inc 2014.

\textsuperscript{132}Hoofnagle (n 109) 200.


\textsuperscript{134}FTC, ‘Complying with COPPA: Frequently Asked Questions’.
applicability, as not having actual knowledge of underage service users seems easy to prove, and the standard encourages service provider ignorance as a means of avoiding compliance. The standard is likely to be met if a child announces their age in a post and the provider monitors the posts, but if the provider does not engage in monitoring, it could be assumed that no one in the organisation is aware of the post. The actual knowledge standard has been applied by the FTC in several cases to operators that had age screening in place but allowed children under the age of 13 to register.135

The FTC also has a solution for addressing the issue of COPPA applicability to the services that target mixed audiences, such as teenagers under and above 13 or both adults and children. As a general rule, if a service targets children under 13 as one of its audiences (even if not as its primary audience), it is considered to be ‘directed to children’. However, to avoid COPPA applicability to all users in mixed audience services, the amended COPPA Rule foresees a narrow possibility to employ an age screen in order to identify children under 13 and provide COPPA protection only to them. After identifying the users under 13, service providers can choose to either collect parents’ online contact information and obtain parental consent or prevent the collection of personal information from these users (e.g. direct them to content that does not collect, use, disclose personal data). Services directed wholly or primarily to children, in contrast to services directed to the users over 13, cannot use the above-mentioned age screen to block children under the age of 13 because of their very nature. According to the FTC, in most cases, a service directed to children must consider all visitors as children without screening them for age and provide to all of them COPPA’s protection.

Taking into account the empirical evidence on children’s wide use of general-audience services and extensive direct marketing and profiling carried out by these services, it is hard to imagine that the GDPR could not extend the protection to children using these services. The first emerging opinions consider general-audience services, such as Facebook, WhatsApp or Instagram, to fall under the scope of Article 8 of the GDPR.136 The next challenging task for the EDPB and national DPAs will be to crystallise the approach on this distinction and to specify related obligations. One of the possible options could be taking a much more protective and rigid approach than the US in COPPA and instead of allowing a simple age screening and blocking users under the established age (in the 13–16 age span) in mixed audience services, the GDPR could require appropriate and adequate age verification of users (as discussed below) and protection of those who are under the established age.137 Such protection would ideally include no or minimal data collection and no disclosure of personal data to third parties – but still provision of interactive and interesting services – or otherwise, if personal data is collected, at
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137A similar proposal is provided by Karen Mc Cullagh in the context of social networks (SNSs), who claims that ‘it would have been better to encourage children to provide their true age to SNSs and require SNSs to offer alternative, child-friendly services. This could have been done, for example, by offering platforms to facilitate expression and socialisation by children and permit SNSs to collect performance data from children without parental permission so as to enhance the service offered, but mandate that no profiling and tracking of children’s data can be conducted for commercial purposes’ (Karen Mc Cullagh, ‘The General Data Protection Regulation: a partial success for children on social network sites’, in Tobias Bräutigam and Samuli Miettinen (eds) Data Protection, Privacy And European Regulation in the Digital Age (Unigrafia, Helsinki, 2016) 129–130).
least a verifiable parental consent or reliance other carefully considered legitimate ground, prohibition of profiling and marketing, and age-adapted information.

6.3. Consent authorised by the holder of parental responsibility

Article 8 of the GDPR allows consent not only to be given by the holders of parental responsibility over the child but also for the consent to be authorised by them. From the final text of the GDPR, it remains unclear if and under what circumstances parents are allowed to authorise the consent already provided by the child or other individuals on behalf of the child. In this respect, two questions arise: Could the reference to consent authorisation be understood as allowing a joint consent, that is, a possibility for parents to approve post factum the consent of a child in specific circumstances? Could the circle of holders of parental responsibility include individuals other than parents and legal guardians?

Consent authorisation is not used as a general or child-specific practice under Directive 95/46/EC. It remains to be seen what weight and under what conditions the consent authorisation mechanism will be afforded by the national legislators, the DPAs and the EDPB in the context of the GDPR. If acknowledged and interpreted broadly, the consent authorisation option can allow the parallel or joint consent of the child and a parent, and thus provide for a more flexible parental consent procedure than is currently explicitly acknowledged in the GDPR. Alternatively, Article 8 will continue to be interpreted as an over protective and fully applicable (except in preventive or counselling services) requirement, that risks limiting children in their online freedoms and opportunities.

The second question relates to the flexibility of the GDPR parental consent requirement to accommodate a wider circle of competent individuals in the definition of the term ‘holders of parental responsibility’. Some national laws afford such flexibility, for example the Irish data protection law allows a grandparent, uncle, aunt, brother or sister of the data subject to consent on their behalf, when the giving of such consent is not prohibited by law. In Malta, the national data protection law not only allows individuals acting in loco parentis but also those acting in a professional capacity in relation to a child to process personal information without necessarily involving parents, if such processing is in the best interest of the child. Similarly, in the US schools may act on
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140 Data Protection Act 1988 (updated 14 October 2014) (Article 2A states:

(1) Personal data shall not be processed by a data controller unless […] at least one of the following conditions is met:
(a) the data subject has given his or her consent to the processing or, if the data subject, by reason of his or her physical or mental incapacity or age, is or is likely to be unable to appreciate the nature and effect of such consent, it is given by a parent or guardian or a grandparent, uncle, aunt, brother or sister of the data subject and the giving of such consent is not prohibited by law).
141 Subsidiary legislation 440.04 Processing of personal data (protection of minors) regulations, 12 March 2004. (the law states: 2.(1) Where any information is derived by any teacher, member of a school administration, or any other person acting in loco parentis or in a professional capacity in relation to a minor, such information may be processed by any of the aforesaid persons if such processing is in the best interest of the minor. (2) Where personal data is being processed as aforesaid, the consent by the parents or other legal guardian of the minor shall not be required if
the parents’ behalf in the educational context when personal data is collected from students for the use and benefit of the school, but not for other commercial purposes.\footnote{142} In this case, it can be presumed that the school’s authorisation for data collection is based on the parental consent obtained by the school and that a direct parental consent is not required. In order to understand the GDPR in this respect, the interpretation of the ‘holder of parental responsibility’ notion should be aligned with the family law.\footnote{143} The concept ‘parental responsibility’ refers to the duties and rights to take care of the child’s person (ensure shelter, food and clothes, represent legally, responsibility for the child’s upbringing) and look after the child’s property. The persons having the parental responsibility of a child are the ‘holders of parental responsibility’, most often being the parents. Nevertheless, if the parents are deceased, not capable or authorised to take care of their child, a guardian such as a relative, a third person or an institution, can be appointed by court to represent the child. Following this definition, the circle of competent persons to provide consent under Article 8 of the GDPR is limited to parents and legal guardians. Thus, if not appointed by the court, it cannot include a wider circle of relatives or expand beyond parents to the professionals working with children. Although inflexible, the choice to limit competent persons to provide parental consent is understandable. Consent in the GDPR is just one of several grounds for data processing and other legal grounds such as compliance with a legal obligation, the performance of a task carried out in the public interest or in the exercise of official authority or legitimate interest of the data controller can also be applicable to the processing of children’s personal data by individuals acting in their professional capacity in relation to children, such as teachers in schools. In addition, the parental consent requirement in Article 8 only relates to online services and thus offline data collection from children is subject to general GDPR consent requirements and the relevant national legislation. Parental consent can still be required in relation to offline collection of personal data of children, when this is so required in accordance with national legislation or when children lack the legal capacity to provide valid consent.

6.4. Verifiable and verified consent

The original Commission Proposal required parental consent to be verifiable by stating: ‘the controller shall make reasonable efforts to obtain verifiable consent, taking into consideration available technology’ (Article 8(1) EC proposal). The final text of the GDPR, however, adopted a different wording and refers to the effort that data controllers should make to verify parental consent. It states that ‘The controller shall make reasonable efforts to verify [...] that consent is given or authorised by the holder of parental responsibility over the child, taking into consideration available technology’

This change may have different implications for data controllers. While the duty to make reasonable efforts to ‘verify’ consent refers to a one-time parental consent verification (i.e. a single verification moment) which should take place prior to the collection of children’s personal data, the duty to obtain ‘verifiable’ consent calls for consent to be verifiable at any time (i.e. an ongoing possibility of re-verifying). Even more importantly, the change from ‘verifiable consent’ to ‘verify consent’ means a lower burden on data controllers providing child-directed services online. A reference to ‘verifiable consent’ would have meant that consent could not have been given if it could not be verified and that data controllers should ensure verification through technological means or abstain from relying on consent. The requirement to make reasonable efforts to verify consent is different as it allows the data controller to show that reasonable efforts were made to verify consent and, in circumstances where this was not possible, the data controller may still rely on the unverified consent to process children’s data.

The GDPR parental consent requirement is a flexible liability standard. To be compliant, it suffices to make reasonable efforts to obtain verifiable parental consent rather than necessarily obtaining it in all cases. The reference to ‘reasonable efforts’ alludes to the fact that data controllers cannot guarantee verified consent as a final outcome that has to be achieved under the GDPR but that due to a situation beyond their control or due to uncertainty surrounding the technological consent verification capabilities. In the former case, it is not clear how much effort and proof in relation to obtaining consent can be requested from the controllers in situations where it is difficult to acquire verifiable parental consent, for example where discovering the whereabouts or contact information of the parents proves challenging or when the rights of the parents over the child have been terminated and the other legal representative of the child are difficult to reach. How much effort to reach a parent or a legal guardian should be sufficient to demonstrate compliance? How should the exercise of the reasonable efforts be documented and proven? By relying on the reasonable efforts yardstick the burden of proof to demonstrate that a valid consent has been obtained is problematically weakened. In the latter case, data controllers are left with the discretion to choose solutions for obtaining parental consent, taking into account available technology, which might not always be foolproof or lead to very high costs in implementation. If the data controller does not attain parental consent, but still processes the personal data of children, it is important to know how to evaluate if the efforts were reasonable, and establish clear guidelines when less reliable consent verification tools are considered sufficient and how consent verification costs and benefits can be weighted. Otherwise, there is a risk that the vagueness of the reasonable efforts standard can become a shield for the wilful breach or disregard of the parental consent requirement. As the GDPR fails to provide a definition for ‘reasonable efforts’, it is likely that the DPAs and the courts will look into the specific facts and circumstances of the case, examine the controller’s efforts and the extent of technological capabilities to obtain verifiable parental consent.

6.5. Consent verification

The GDPR establishes a general requirement to verify parental consent taking into account available technology. Specific parental consent mechanisms that can be used by data controllers to be compliant with the GDPR are not specified and will require further clarification. Lack of clarity on specific methods can lead to GDPR infringements that can attract an administrative fine of up to 2% of total global annual turnover or 10 000 000 EUR (Article 83.4).

Similar to the FTC in the US, the EU should specify the possible parental consent methods that are considered to be acceptable in light of available technology to ensure that the person providing consent is the child’s parent. The FTC has established a number of acceptable methods for attaining parental consent in order to provide a clear set of choices for industry. It also allows interested parties to submit new verifiable parental consent methods to the FTC for approval. The aim of this provision is to encourage the development of new consent verification methods that are effective but also acceptable for industry and can be used by the applicant or any other party. After the adoption of the amended COPPA rule, the FTC received a number of requests to approve industry proposed verifiable consent methods, thus showing an unprecedented boost in this sector.

In November 2013, the FTC received an application seeking approval of a ‘social-graph verification’ mechanism, a verifiable parental consent method submitted by AssertID, Inc. The proposed method would ask a parent’s ‘friends’ on a social network to verify the identity of the parent and the parent-child relationship. In a letter to AssertID, the FTC noted that the company’s proposal failed to provide sufficient evidence that its method would meet the requirements set out under the COPPA rule. Specifically, the FTC considered the approval of this method under the COPPA Rule as premature, noting that there was not yet adequate research or market testing to show the effectiveness of the ‘social-graph verification’ method. Thus such a method cannot ensure that the person providing consent is the child’s parent.

In December 2013, based on an application submitted by Imperium, Inc., the FTC approved the use of knowledge-based authentication as a method to verify that the person providing consent for a child to use an online service is in fact the child’s parent. Knowledge-based identification is a way to verify the identity of a user by asking a series of challenge questions, typically that rely on so-called ‘out-of-wallet’ information; that is, information that cannot be determined by looking at an individual’s wallet and are difficult for someone other than the individual to answer. This authentication method has been used by financial institutions and credit bureaus for a number of years, and has been acknowledged by the FTC and other government agencies as effective for that purpose.

---

146ibid.
In January 2015, the FTC denied the AgeCheq proposed method, a device-signed parental consent form to obtain verifiable parental consent. It was a multi-step method requiring the entry of a code sent by text message to a mobile device. The FTC decided that the company’s proposed mechanism was not compliant with COPPA’s requirements regarding the type of parental information that can be collected as a means to verify a parent’s identity. The AgeCheq’s method did not meet the COPPA requirement of a reasonably calculated age verification method to ensure that the person providing consent is the child’s parent or guardian as the person providing consent could easily be the child using the very device on which an app seeking consent was downloaded.\textsuperscript{148}

\subsection*{6.6. Verification of age}

The GDPR requires that the data controllers obtain verifiable parental consent before processing personal data of children, but there is no particular requirement to authenticate the age of the child, that is, to verify that the data subject is of a certain age or belong to a certain age group. This is the case despite the fact there have been calls to include the rules on adequate age verification into the GDPR.\textsuperscript{149} The initial proposal of the EC provided for delegated acts on this issue, but this proposed provision did not make into the final text of the GDPR.

Age verification may not be necessary for services that by default focus on very young children (i.e. those under 13) which a priori require parental consent from all the users. However, for services targeting teens, mixed audiences or general audience services that are also used by children, in order to fully comply with the GDPR parental consent requirement a service provider needs to know which users are legally competent to consent and from whom parental consent should be sought.

The fact that the GDPR does not refer to age verification is not surprising per se. First, the topic of age verification still raises many sensitive and unresolved questions related to online anonymity, freedom of speech and expression, and privacy vis-à-vis both children and adults online.\textsuperscript{150} The idea that all internet users in general audience websites could be asked to provide their age or even worse to identify themselves might not only lead to increased personal data gathering but may also be viewed as disproportionate and thus

\begin{itemize}
\item The Article 29 Data Protection Working Party repeatedly stressed the importance of adequate age verification. In the ‘Opinion 15/2011 on the definition of consent, WP 187’ it advocated age verification use and advised to include into the revised Directive 95/46/EC specific provisions on age verification. As an example it proposed to establish age verification on ‘sliding scale approach’ which would mean that age verification mechanisms depend on the specific circumstances relating to the specific data processing operation, such as the types of personal data that will be processed, the purposes for which they will be processed, eventual risks arising from the processing etc. Equally, Article 29 Data Protection Working Party, in its Opinion 5/2009 on online social networking, WP 163 (12 June 2009, 12) stated: ‘The Working Party encourages further research on how to address the difficulties surrounding adequate age verification and proof of informed consent in order to better address these challenges’.
\item The European Data Protection Supervisor also claimed: ‘If parental consent is necessary, it would be necessary to establish rules on how to authenticate the age of the child, in other words, how to know that the child is a minor and how to verify parental consent’ (Opinion of the European Data Protection Supervisor on the Communication from the Commission to the European Parliament, the Council, the Economic and Social Committee and the Committee of the Regions – ‘A comprehensive approach on personal data protection in the European Union’, 22 June 2011).
\end{itemize}
simply unacceptable. Second, although age verification has been already widely used as a regulatory solution across Europe in online gambling or online sales of age-restricted goods (alcohols, tobacco, etc.), in these sectors there is extensive evidence related to potential risks and harms associated with the use of such restricted goods and services by minors.\(^\text{151}\) It is not the case with privacy and data protection risks and harms, which still lack a detailed and convincing evidence database. The privacy risk and harm assessments debate is still in its embryonic phase\(^\text{152}\) and as of yet there is no consensus around what constitutes a privacy harm. Regulators and companies have equally failed to identify a comprehensive list of privacy harms and negative impacts on data subjects.\(^\text{153,154}\) Third, some of the existing age verification solutions are not suitable in the data protection context, which requires a granular, more complex approach than verifying that a person is an adult (18 and above). Age verification, as a means of distinguishing between individuals under and over 18, has been used by service providers for controlling access to harmful content, such as offensive or sexually explicit, online content,\(^\text{155}\) through the implementation of the Audiovisual Media Service Directive.\(^\text{156}\) In practice, unsuitable content is concealed behind a ‘pay wall’ which can be passed by payment methods which are restricted to adults (such as payment by credit card) or age can be established using an independent and reliable database, such as the electoral roll.\(^\text{157}\) None of these methods are appropriate for the implementation of the GDPR, as the age thresholds (13–16) are various and do not coincide with the legal majority age of 18. This means that there are a limited number of reliable databases on age data for minors, as the majority of the databases (social security number, passport number) only demonstrate that an individual is an adult, without any possibility, at least in their current form, of obtaining granularity in terms of age.\(^\text{158}\) Also, the availability of datasets differ from country to country, as for example, in Denmark and Belgium there are more extensive databases on children that could be used. Crosschecking in public databases is reliable and trustworthy, but complex to implement and pose huge privacy concerns because of the sensitivity of the data being processed.

\(^\text{151}\) Victoria Nash and others, ‘Effective Age Verification Techniques: Lessons to be learnt from the online gambling industry’ (Final Report) (2014), Oxford Internet Institute, University of Oxford.


\(^\text{154}\) Nash and others (n 151) 2.


\(^\text{157}\) The UK regulatory bodies, especially the Authority for Television on Demand (ATVOD), has paved the way within the EU in strengthening the protection of minors in on-demand services and enforcing the ‘effective Content Access Control System (“CAC System”)’ which verifies that the user is aged 18 or over at the point of registration or access’ of the service. See ATVOD, ‘Rules & Guidance, Statutory Rules and Non-Binding Guidance for Providers of On-Demand Programme Services (ODPS)’, Edition 2.1, Rule 11, 13; ATVOD, ‘For Adults Only? Underage Access to Online Porn’, 28 March 2014, 7–9.

\(^\text{158}\) Nash and others (n 151).
Finally, despite some efforts in developing standards, up until now there are no harmonised procedures to verify a child’s age online. Easy-to-use and adequate procedures are unreliable, as determined children can easily circumvent them by lying about their age or pretending to be their parents. The simplest and most widely used, but also the easiest to circumvent, is the self-verification mechanism, where the user is asked for their birth date and access to a service or website is granted if they specify an appropriate age. More advanced age verification methods are based on peer-review, that is, peers decide to grant access to a website or network based on users’ profiles and on data collected elsewhere on the web or in the real world. In addition to self-verification, Facebook uses this method. These methods can also be circumvented easily by creating multiple profiles, and in addition, peer-based mechanisms can induce cyber-bullying. A new method of age verification is based on the automatic analysis of the semantics of users’ profiles to deduce a user’s age range. These mechanisms are typically difficult to circumvent, but they are complex to implement and not technologically mature, which make them prone to errors in a number of circumstances. Aside from this, it is also only possible to obtain the age range of a user, and not his or her exact age. Reliable alternatives to these methods include offline identity verification, identity verification using eID cards and using biometric data. The offline identity verification is typically implemented by directly contacting the parents or tutors of a minor to verify the age and eventually obtain parental consent to access a website or service. While reliable and effective, the method is also extremely complex. eID cards in contrast, are physical cards with a chip that contains data to perform age and identity verification online. These cards are typically obtained from trustworthy data sources, their use is simple for the user and relatively simple for the service providers to implement, while also being privacy friendly. However, the heterogeneous levels of implementation and the difficulty to enforce it as a standard have limited its popularity. Identity verification methods through biometric data exploit users’ unique characteristics, such as fingerprints or iris patterns, to identify them. These mechanisms are reliable and very difficult to circumvent. However, the disclosure of such sensitive personal data raises ethical and privacy concerns. The Article 29 Working Party has called for caution in this respect on several occasions, emphasising that the use of biometrics may have a significant impact on the dignity, privacy and the right to data protection of young children and have potentially harmful effects (e.g. stigmatisation or discrimination due to their age or inability to enrol). Moreover, there are

---


162 boyd and others (n 126) 7 November 2011 (state that ‘many parents now knowingly allow or assist their children in circumventing age restrictions on general–purpose sites through lying’).


additional concrete problems with the use of biometric data in case of minors. Due to the constantly changing bodily characteristics the biometric data of children become inaccurate and outdated much faster. Therefore, there are practical difficulties (inaccurate data could increase false acceptance or rejection rates and render the whole biometric application unreliable) and legal obstacles as inaccurate data processing contradict to the data quality requirements.\textsuperscript{165} Moreover, biometric based methods are still complex to implement and do not allow an exact determination of a user’s age.

Given the difficulties associated with finding age verification solutions that would be proportionate and reliable, more guidance and research is needed. The DPAs and the EDPB should take a position on the challenging and largely unresolved issue of age verification and provide guidance on the obligation to employ age verification for specific data collection practices, specific age verification methods and the level of acceptable reliability. As the Article 29 Working Party intends to adopt guidelines on consent in the GDPR in 2017,\textsuperscript{166} the DPAs in UK,\textsuperscript{167} Ireland\textsuperscript{168} and France\textsuperscript{169} have started gathering public views on possible solutions for age and consent verification.\textsuperscript{170} In this context, UK ICO announced that it will start considering the area of children’s privacy in order to form its own and European guidance on the issue\textsuperscript{171} and issue guidance on how to identify a suitable lawful ground for processing personal data of children, and carry out age verification and parental authorisation.\textsuperscript{172} In Germany, Bavarian DPA already issued a commentary on Article 8 and raised critical questions related to its unclear scope and interpretation.\textsuperscript{173}

7. Moving forward and learning from the US experience

7.1. In the footsteps of COPPA … why is 13 not the best idea?

Although officially the EC has not directly explained or provided any other evidence to justify the choice, little doubt exist that the choice of 13 as the age threshold was

\begin{footnotesize}
\begin{itemize}
\item FIDIS, Biometrics in Identity Managements \textltt{http://www.fidis.net/resources/deliverables/hightechid/int-d37001/doc/19/>} accessed 15 February 2017.
\item The CNIL public consultation on consent included the following questions:

How can it be determined with certainty that the person concerned is a minor? How can the consent of the holder of parental responsibility be obtained when a minor is under 16 years old? How can specific consent for the collection of sensitive data be gained?

How can it be determined with certainty that the person concerned is a minor? How can the consent of the holder of parental responsibility be obtained when a minor is under 16 years old? How can specific consent for the collection of sensitive data be gained?
\item Kress and Nagel (n 100) 8.
\end{itemize}
\end{footnotesize}
influenced by COPPA. To a certain extent the EC itself has recognised the COPPA as being 
inspiratory. The GDPR’s impact assessment published at the same time as the GDPR states: ‘The 
specific rules on consent in the online environment for children below 13 years – for 
which parental authorisation is required – take inspiration for the age limit from the 
current US Children Online Data Protection Act of 1998’. In addition, the EC admits 
that following the US legislative choice of the age of 13 would be beneficial for online 
business. The rules on consent, according to the EC’s assessment, ‘are not expected to 
 impose undue and unrealistic burden upon providers of online services and other control-
lers’. In fact, since the adoption of COPPA in 1998, the age limit of 13 has become a de 
facto standard for parental consent online, used not only by every US-based company, 
including the most popular social networking sites among children such as Facebook, 
Snapchat, Instagram, but also copied by a number of European service providers. The 
EC explicitly confirmed that it views the age of 13 as an existing standard during the 
debate at the Council of the EU. Retaining the status quo would not have required 
so many changes or imposed new burdens on data controllers.

In addition, the US has exerted considerable influence on the GDPR text. Just before the 
end of the inter-service Consultation, which is one of the last steps in the adoption process 
of a new Commission legislative proposal, the US started a lobbying campaign against 
certain GDPR provisions proposed by the EC. In an informal note submitted in Decem-
ber 2011 the US expressed its concerns in relation to diverging standards proposed by the 
EU GDPR and the obstacles they create vis-à-vis the interoperability between the EU and 
US privacy regimes. The definition of a child as an individual under 18 in the GDPR was 
seen by the US as one of such obstacles for commercial interoperability. Defining children 
‘so broadly’ according to the US is not advisable or feasible due to practical difficulties and 
can conflict with older children’s rights to freedom of expression and access to 
information.

The decision of the EC to propose the age of 13 as the threshold to allow children to 
consent to the processing of their personal data, as well as the final choice of the EU legis-
lator to establish the age of 16 as the threshold, but allowing Member States to lower the 
limit to the age of 13 can be criticised.

First, the age threshold established by COPPA is of questionable use, as the US Congress 
adopted 13 as a consequence of a political compromise rather than as a well-reasoned or 
justified choice. Original drafts of this legislation defined children as individuals under the 
age of 18. When the legislation was introduced it referred to individuals under the age of
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176In the Council EC ‘indicated that this [setting the age of consent at 13] was based on an assessment of existing standards, in particular in the US relevant legislation (COPPA). Proposal for a regulation of the European Parliament and of the Council on the protection of individuals with regard to the processing of personal data and on the free movement of such data (General Data Protection Regulation), 16 December 2013 <http://register.consilium.europa.eu/doc/srv?l= EN&t=PDF&g= true&sc=false&fST%2017831%202013%20NIT>, 77.
179Informal note on Draft EU General Data Protection Regulation (n 178) 5.
16 and only in the final version was the age threshold lowered to 13.\textsuperscript{180} This happened eventually to ensure the adoption of the law.\textsuperscript{181} Equally proposals to raise the age limit for COPPA coverage were considered in 2010 when the rule was being updated.\textsuperscript{182} For example, EPIC recommended Congress to raise the age requirement of COPPA to 18, mainly because ‘the emergence of social networks and the powerful commercial forces that are seeing to extract personal data on all users of these services, but particularly children, raise new challenges that the original COPPA simply did not contemplate’.\textsuperscript{183} The opponents argued that the extension of COPPA to teenagers would diminish privacy and anonymity by requiring age verification and data gathering of a large number of adults and raise profound free speech concerns.\textsuperscript{184}

Second, the original intention\textsuperscript{185} of COPPA was to protect children’s personal information from commercial exploitation, primarily related to aggressive online marketing emerging in 1990s.\textsuperscript{186} In fact, as claimed by EPIC, the choice of the age of 13 in COPPA predates many of the most intrusive and complex data collection practises online, such as the extensive behavioural tracking on social networking sites. Therefore, in light of COPPA’s legislative history it is strange that none of the EU legislative bodies gathered fresh empirical evidence on the appropriate age threshold for parental consent in the GDPR. Instead of relying on COPPA as a legal transplant, the EU legislator could have questioned – using its own and up-to-date assessment – whether the age limit of 13; 1) can be translated into the completely different Web 2.0 of today and allows for the effective mitigation of risks associated with complex data gathering practises online predated by the original COPPA; 2) reflects the European culture and legal traditions of the EU Member States, as discussed above; and 3) is in line with the empirical research and evidence on children’s Internet use.\textsuperscript{187} In addition, the EU legislative bodies should have assessed whether its particular formulation of the parental consent requirement might have a negative impact on the child rights as a whole, which are strongly promoted by the EU itself. Assessments such as this would have allowed adherence to the UN CRC provisions and assessment of the impact of the GDPR by reference to all of the rights within the UN CRC. Ex ante child impact assessment is one of the fundamental steps in the EU child rights mainstreaming model. The lack of empirical evidence and failure to consult with

\textsuperscript{180}Hoofnagle (n 109).
\textsuperscript{182}ibid.
\textsuperscript{183}ibid 9.
\textsuperscript{185}There is scholarly debate on the motivation behind COPPA. danah boyd and others argued that COPPA was motivated by privacy (see danah boyd, Urs Gasser and John Palfrey, ‘How the COPPA, as Implemented, Is Misinterpreted by the Public: A Research Perspective’, Statement to the United States Senate, April 29 2010 <http://cyber.harvard.edu/sites/cyber.harvard.edu/files/COPPA_Hearing_Statement_boyd_Gasser_Palfrey_4-29-10.pdf>; Chris Hoofnagle argues that the motivation related to both privacy and security from online predators (Hoofnagle (n 109)).
\textsuperscript{187}Cf. EU Kids Online Project Reports <http://www.lse.ac.uk/media/lse/research/EUKidsOnline/EU%20Kids%20Online%20Reports.aspx>, Global Kids Online research results <http://blogs.lse.ac.uk/gko/results/>. See also Amanda Third and others, ‘Children’s Rights in the Digital Age: A Download from Children Around the World’ (Young and Well Cooperative Research Centre, Melbourne, 2014).
experts and stakeholders, including children, unsurprisingly resulted into a wave of harsh criticism from child rights experts that have accompanied the developments on Article 8 from its conception to adoption.

7.2. Overreliance on (parental) consent and the need to shift protection from parents to data controllers

Although the GDPR establishes parental consent as a medium to protect children online, consent to personal data processing is not a panacea tantamount to giving control to individuals over their personal data in complex networked environments. Consent can provide illusionary control and the agreement to the processing of personal data in situations of imbalance of powers is not delivered freely. A rich body of literature points to the characteristics of networked environments that predetermine power imbalances and limit individuals in asserting control over their personal data. Neither parents nor children can take full responsibility and control of their personal data online, as their choices and data management possibilities are shaped by the design and functionalities of communication spaces. These communication spaces are far from neutral and are created to advance business interests rather than to allow the user to exercise their autonomy and control over their data. Informed consent online is hardly possible due to complex and ubiquitous data collection practises that do not yield to comprehensible privacy policies for service users. In this sense, consent is often a result of a limited understanding of data collection consequences, as users do not actually read long and intricate privacy notices. Privacy policies, for children in particular, are long, complex, difficult to find and easily confusing in their discourse (valorising ‘sharing’ and ‘control’, despite the extensive collection of children’s data). Consent can hardly be considered freely given when refusal to consent leads to social exclusion given that important online services have no real alternatives. Various scholars have emphasised the weaknesses of consent as a protection mechanism online. Many others have demonstrated that strengthening consent will not lead to a

188Article 12 of the UN CRC; Committee on the Rights of the Child (CRC) The right of the child to be heard (General comment No. 12) (2009) CRC/C/GC/12.
greater individual control for individuals over personal data and that consent cannot always be considered a legitimate ground for data processing.

Yet, the GDPR is based on the premise that children can be protected through informed parental consent. As noted by Savirimuthu, ‘since notice and consent are effectively meaningless, children are left with the predicament of making complex and undesirable trade-offs, resorting to social stenography techniques or accepting that the costs of obscurity is exclusion from participation in communities’.

Not only consent in general but also parental consent in particular suffers from significant limitations both in terms of adequate protection and impact on children’s rights. As regards adequate protection, there are many potential reasons why parental consent does not necessarily mean an increased protection of personal data for children. The GDPR requires consent to be sought from parents for all types of information society services in different sectors. An overload of consent requests may result in ‘consent fatigue’ among parents, when a constant consenting process becomes a disturbing irritation rather than a serious choice and can make the entire parental consent provision illusory. The effectiveness of parental consent verification is still questionable, as due to the ambivalent and soft wording of the Article 8 in the GDPR, age verification depends on available technology and efforts of the industry that are considered ‘reasonable’.

In addition, the restriction of access to online services through parental consent, as formulated in the GDPR, might also have a negative impact on children’s rights and autonomy.

Given that the consent requirement in the GDPR is fully applicable to all children under the nationally chosen age or the default age of 16 for all data processing cases that take place on the basis of consent, except for the preventive or counselling services, children might be restricted in their right to freedom of expression on the Internet. The UN CRC affirms that children are entitled to freedom of expression ‘which includes the freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of the


199 Jean-Marc Dinant and Yves Poullet, The Internet and Private Life in Europe: Risks and Aspirations in A T Kenyon and M Richardson (eds), New Dimensions in Privacy Law: International and Comparative Perspectives (CUP, 2006), 72. (‘Nevertheless consent does not appear to us to be a sufficient basis for legitimacy. We think that, in certain cases, the legitimacy of processing that is even backed by a person’s specific, informed and freely given consent may be called into question. There are three reasons that support this view. First, consent that has even been obtained by fair means cannot legitimise certain processing that are contrary to human dignity or to other key values that an individual cannot relinquish. Second, consumers must be protected against practices that involve their consent being solicited in exchange for economic advantages. Finally, the question of the protection of privacy is not just a private matter but brings social considerations into play and calls for the possibility of intervention and marginal supervision by the authorities.’)


201 It could be claimed that in certain cases consent verification might become obligatory under Article 35 of the GDPR when data controllers perform data protection impact assessments and determine the appropriate measures (e.g. consent verification mechanisms) to comply with the GDPR.
child’s choice’. The consent requirement in the GDPR positions parents as arbiters in deciding what is both allowed and beneficial for their children, without formally allowing children to influence their decisions. As noted by the Belgian Privacy Protection Commission, ‘parental consent should not be a mechanism permitting a parent to override the child’s decision unless there is a serious risk that the child will not correctly appreciate the consequences of its decision or that its natural naivety will be exploited’.\textsuperscript{202} Parents may not always be in a position to fully grasp the best interest of the child. There could be cases of disagreement between parents and children over the usefulness and risks in relation to social media, and emotional, moral-panic driven or simply unjustified consent request rejections from parents. Counterintuitively, parents may become potential invaders of their children’s privacy. For example, by using the right of access to personal data on behalf of their children, parents could monitor their children’s online activities.\textsuperscript{203} Also, parental consent mechanisms may become parental control systems and restrict the online freedoms of children.\textsuperscript{204} Finally, the GDPR does not sufficiently take into account the right of the child to be heard, a fundamental principle of the UN CRC, and guarantee that the right of the child to express their views freely in all matters affecting them is taken into account in accordance with the age and maturity of the child.

Given the weaknesses of consent in general and parental consent in particular, the GDPR places an excessive burden on parents and children to make informed decisions about their personal data processing in the complex technology and data-driven environment.

More realistic possibilities to affect digital data collection practises and respond to children’s needs and expectations would seem to entail shifting the responsibility from parents to data controllers. Instead of asking parents to control children’s data collection through consent, the law could forbid some undesirable data collection practises through restrictions on the activities of data controllers. This would be in line with the thinking developed in the US after almost two decades of the COPPA experience. Hoofnagle claims that the real value of COPPA is in its limitation on personal data collection, use and retention through obligations on data controllers instead of the focus on parental consent requirement.\textsuperscript{205} Montgomery echoes this view and argues that some children’s data collection practises, such as profiling, behavioural advertising, cross-platform tracking, geolocation targeting should not be allowed by COPPA even with parental permission.\textsuperscript{206} Similarly, Thierer claims that aside from education and empowerment, targeted enforcement of unfair and deceptive practices should be a way forward rather than parental consent and age verification expansion.\textsuperscript{207} Boyd et al. suggest ‘that policy-makers shift away from privacy regulation models that are based on age or

\textsuperscript{203}Hoofnagle (n 109).
\textsuperscript{205}Hoofnagle (n 109) 215. (‘(t)he real privacy protection in COPPA comes from its non-consent-related provisions, such as limits on data collection, use and retention’)
other demographic categories and, instead, develop universal privacy protections for online users’ and ‘provide parents with recommendations about the appropriateness of various sites for children of different ages and the various risks that users may face’.208

The GDPR entails provisions that limit the processing of children’s personal data. The use of the legitimate interest of the data controller as a ground for lawful children’s data processing is restricted in the GDPR. When the data subject is a child, it is highly probable that the legitimate interest of the controller are overridden by the interests or rights and freedoms of the child. Nevertheless, the legitimate interest ground can still be used by the data controllers in relation to children’s data, but the assessment should be documented and the interest balancing exercise in general is likely to favour children as data subjects.

Recital 38 of the GDPR generally emphasises that specific protection should be afforded to children against marketing or profiling. Recital 71 refers to automated decision making based on profiling and states that such a measure should not concern children. This alludes to the conclusion that the profiling of children is prohibited, but upon closer scrutiny of both above-mentioned recitals, it appears that only automated decisions producing legal effects or otherwise significantly affecting the child are entirely forbidden. Taking into account the overarching objective of the GDPR to provide children as data subjects enhanced protection and the specific intention of the Member States to protect children against profiling clearly seen in the Council debate (discussed above), it would have been desirable to explicitly exclude children from profiling. It has been widely acknowledged that behavioural advertising is ‘outside the scope of a child’s understanding and therefore exceed the boundaries of lawful processing’.209 As illustrated by Mc Cullagh children (and indeed most adults) are unlikely to be aware that inferences can be made from their disclosures – for instance, that ‘liking’ curly fries on Facebook is indicative of high intelligence or that ‘likes’ can be used to predict race or sexual orientation with a high degree of accuracy – and that both disclosed and inferred information can be used to generate profiles and produce targeted adverts.210

Yet, the vagueness related to children and profiling imbedded in the GDPR can be explained by practical challenges. It is questionable how effectively an explicit prohibition to profile children could have been enforceable in practice. It is still difficult to reliably distinguish between adults and children online.211 An obligation to identify children in order to completely remove them from all targeting may lead to excessive data collection of a large number of adults, and instead of protecting one’s privacy and anonymity online, could diminish and erode both.

The above mentioned restrictions, if effectively implemented, could have provided an alternative to the parental consent requirement as a protection model. Such restrictions on the collection of children’s data, coupled with the respect for the fair data processing and accountability principles, would be better suited to diminishing its commercial exploitation in complex marketing, tracking and targeting systems, than parental consent.

208boyd and others (n 126).
211van der Hof (n 204).
7.3. Deciding on the (single) age threshold

The GDPR sets a single age limit of 16 after which all children can be deemed competent to consent to the processing of their personal data, unless a Member State’s national laws set a lower age which cannot go below the age of 13. A number of problems and challenges can be identified that need to be addressed before the GDPR comes into force.

Given the many different sectors and data collection practises, the choice of fixing a single age limit for consent in all data processing activities online has serious flaws. In order to guarantee adequate protection for children as data subjects but not excessively limit their online behaviour and rights, the context and data collection purpose should be taken into account. Different information society services might carry significantly different risks to a child’s online safety and privacy. One and the same child may need protection for one data processing purpose, and may be able to autonomously consent to another. This is well illustrated by the case law in Germany. The Higher Administrative Court of Lüneburg\(^{212}\) in a case related to video surveillance considered that the consent of a child may in general be invalid, if the child had not yet reached at least the age of 14 years. However, in 2012, the Higher Regional Court of Hamm\(^{213}\) decided that it cannot be presumed that children between the age of 15 and 18 years would always have the required capability to foresee the consequences of the respective data processing operations. This case related to the processing of personal data for a sweepstake. The imposition of a single legal age-limit may disproportionally restrict the rights and opportunities for the child, irrespective of a child’s own levels of competence in a specific context. Therefore, it might be worth considering the adoption of different age limits for different data collection areas and practices in the 13–16 age span. This might prove to be complex for children and parents to understand, but could provide more flexibility and account for the complexity and potential negative impact on children caused by specific data collection practices.

There could be several ways of determining the specific consent age limits and respective data collection areas. The Member States could adopt their national laws as they have the possibility to depart from the Regulation default age of 16. Detailed age limits and the identification of more and less risky data collection areas or purposes is unlikely to be achievable in the national data protection framework or other specific laws. In addition, for the industry this would result in increased disparity and an even more patch worked picture in every national jurisdiction. Codes of conduct at the European level therefore would seem to be a more flexible and less burdensome way of creating standards that account for children’s vulnerabilities in a specific activity or sector, instead of treating all children as a homogeneous group of data subjects. As mentioned below, the GDPR creates conditions for the adoption of more effective codes of conduct.

If the Member States chose to legislate and lower the age threshold to 13, the industry codes of conduct could still go beyond this age requirement and guarantee stringent protection in specific data collection scenarios. Increasing the age limit up to 16 in voluntary codes of conduct in specific areas is therefore an option which would be in line with the GDPR requirements and provide added value by offering more protection for children’s personal data in specific sectors.

\(^{212}\)Germany, Case No. 11 LC 114/13.
\(^{213}\)Germany, Case No. I-4 U 85/12.
During the GDPR adoption process the European institutions provided no evidence based on which the proposed age threshold would be grounded. The choice of the most appropriate age limit between 13 and 16, be it in national law or in self-regulatory initiatives, should be based on extensive empirical research. Social and behavioural sciences should be the first areas in which legislators gather solid and profound scientific evidence to justify any given age limit.

Also, until now, no public consultation to incorporate the voice of children has taken place. During the GDPR adoption process adult driven discourse marked by a very protectionist stance in relation to children as internet users dominated. However, highly paternalistic and restrictive views have problematic consequences for children as rights holders, as ‘such a narrow lens positions children solely as vulnerable victims, neglecting their agency and rights to access, information, privacy and participation’. Consultations with relevant stakeholders, not only governments, industry, civil society, educational actors, but also children and parents themselves, should take place before taking decisions that affect children’s rights and interests. It is well established that the views of children themselves should be considered in policymaking and the preparation of national laws related to the use of children’s personal data, as well as in their evaluation. As noted by the Committee on the Rights of the Child, ‘including children should not only be a momentary act, but the starting point for an intense exchange between children and adults on the development of policies, programmes and measures in all relevant contexts of children’s lives’.

7.4. Pursuing the idea of age verification through innovative technological solutions

The implementation of Article 8 of the GDPR provides an opportunity for the EU to explore the different challenges and opportunities in adopting innovative online methods of age verification. Lessons can be learnt from national efforts and failures in the EU Member States and in the US. In the EU, several national age verification schemes using personal ID numbers have been facing shortcomings in terms of adequate enforcement, disproportionate data collection, and usability. In Germany, an attempt to use an age verification system based on the identity card or passport number coupled with the postal code of the city of its issuance has been declared by the German Federal Supreme Court as an effective barrier to prevent minors from accessing online age-restricted content. In Belgium, the kids-ID card has been used as an online identification and age verification tool. Using an integrated PIN and a card reader, from the age of six, children can identify themselves on the Internet with their kids-ID card and access online child-friendly chat rooms. However, this age verification tool has been criticised as too intrusive and
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disproportionate due to the use of the National Registry identification number embedded in the eID card revealing the date of birth and the gender of the child when only the identification of an individual as a child would be sufficient.\textsuperscript{220} Also, the system was abolished quickly due to the fact that no children were found in the child-friendly chat rooms.\textsuperscript{221} A more successful effort has been the SaferChat application implemented by the STORK project.\textsuperscript{222} With the aim to implement EU-wide interoperability of electronic identities, the SaferChat created a safe online platform allowing for children from different EU Member States to communicate in chat rooms, using their national eIDs for identification, authentication and authorisation. Yet, the SaferChat application has been tested only as a pilot and did not yet lead to its sustainability in the long term or a wider take-up throughout the EU.\textsuperscript{223} In the US, as mentioned above, COPPA relies on users’ self-assertion of their age which, as a method, is as easy to use as it is to circumvent. Children may often not be genuine in registering, use personal data that may not belong to them, and circumvent the age gating systems, for example by deleting cookies and restating a higher age. Lack of age verification if one of the main reasons for which COPPA has been widely claimed to be ineffective\textsuperscript{223} and faces significant implementation and enforcement challenges. Notwithstanding this fact, the EC almost literally copied the COPPA parental consent requirement\textsuperscript{224} in its proposal for the GDPR, ignoring the critics related to its ineffectiveness, without considering any alternatives of a more nuanced approach.

The EU should not blindly follow the US COPPA example, but pave the way in developing and adopting innovative and more effective age verification mechanisms. Given the challenges, there is a need to look for innovative age-verification mechanisms that are: (1) privacy-enhancing and respect data minimisation; (2) user-friendly and do not overburden the service providers; (3) do not limit children’s opportunities provided by the Internet. The search for such solutions can be aligned with the EU’s renewed interest and advancements in online authentication, attribute-based ecosystems and public e-ID schemes. The new Regulation 910/2014 on electronic identification (eIDAS Regulation) enables the adoption of secure eID throughout the EU and, accordingly, can facilitate age-related eligibility checks. In the context of the Audio Visual Media Services Directive, the EC asked content platform providers to explore the possibilities of leveraging secure eID, to conduct age-checks, in order to restrict children’s access to harmful online content.\textsuperscript{225} Consequently a multi-stakeholder group entitled the Alliance for Child Protec-

\textsuperscript{219}The Belgian E-Id card has been designed to provide various functions: standard functions such as the proof of identity, a travelling document and a card for protection in emergency situations, in addition to acting as the online identification and age verification tool.


\textsuperscript{221}Eva Lievens, Protecting Children in the Digital Era (Brill, 2010) 249, 408.


\textsuperscript{223}Hoofnagle (n 109).

\textsuperscript{224}Compare, for example, COPPA: ‘An operator must make reasonable efforts to obtain verifiable parental consent, taking into consideration available technology’ with the EC Draft proposal: ‘The controller shall make reasonable efforts to obtain verifiable consent, taking into consideration available technology’.

tion has been formed to examine how companies can use secure eID to improve the e-safety of children and develop codes of conduct.226

As age verification can range from verifying that an individual is above a certain age threshold, to knowing the exact age of a person and identifying an individual based on his age and other pieces of personal data (name, ID number, etc.), these various solutions have diverse implications to internet users’ privacy. The EU should favour the least intrusive age verification method, such as relying on anonymous credentials and attributes through the creation of an appropriate legal framework, policies, technical architecture and standards. The use of attribute-based credentials in implementing Article 8 of the GDPR looks particularly promising, due to the advantages of minimal data disclosures and unlinkability.227 In attribute-based schemes rather than verifying the full identity of an internet user, only a particular attribute, such as age, could be cross-checked in order to establish an internet user’s eligibility to access an online service. Private technical architectures and standards are emerging on the market that are based on attributes and partial identity disclosure to prevent ineligible users from buying age-restricted goods, accessing age-restricted content and services.228 These solutions that aim for pseudonymous and reliable age checks online could be considered when implementing Article 8 of the GDPR.

There is hardly a ‘one-size fits all’ solution for age verification that reflects the needs of different online service providers.229 Different information society services with their particular data collection practises pose different degrees of risks to children as data subjects. As a result, methods of age verification that afford lower level of assurance might be adequate in lower risk online services, leaving high assurance options for high risk information society services.230 This sliding scale approach is in line with the risk-based approach embodied into the GDPR, implying that the obligations of data controllers can be scalable according to the level of risk that their data processing poses to the rights and freedoms of the data subjects. The GDPR allows for the implementation of the sliding scale approach through data protection impact assessment and the adoption of safeguards, security measures and mechanisms to mitigate the risks, such as age verification of varying levels of assurance. High levels of assurance could be required for data processing involving profiling, marketing and other practises from which the GDPR considers that children merit specific enhanced protection.

Sliding scale age verification would less likely result in limiting online opportunities and benefits for children online, as the costs of obtaining age verification might lead to higher costs and lower revenues for data controllers, and consequently less valuable and interesting content for children. Proportionality is important for service providers, in the sense that ‘the costs of age verification measures to be introduced must deliver enough benefit to
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the customer and the company to counter any additional costs (not just financial, but also in terms of time, convenience etc) imposed’.231

7.5. Consent verification driven by data controllers

When determining acceptable parental consent verification methods, the EU could learn some lessons from COPPA. In essence, the US embraces the co-regulation model, according to which if industry has a problem, the industry has the burden of solving it, and therefore it can propose responsible solutions approved by a regulator.232 The FTC has a long history in working with the industry on methods of obtaining verifiable parental consent and deciding what methods are ‘reasonably calculated, in light of available technology, to ensure that the person providing consent is the child’s parent’. The EU could equally establish a number of acceptable methods for gaining parental consent, at the same time encouraging interested parties to submit new verifiable parental consent methods for approval. It would actively incentivise the development of new age verification methods that are not only effective but also acceptable by the industry and suitable for specific sectors.

Codes of conduct could be one possible way to create standards for effective consent verification and specify Article 8 of the GDPR. Both the current DPD and the future GDPR encourage data controllers to adopt codes of conduct of industry associations that take account of the specific features of the various processing sectors. Codes of conduct are considered as ‘market driven tools for application’ of the GDPR provisions233 and are attractive due the socio-technological expertise of the industry, innovation, reactive speed and reduced costs for the public bodies.234 The GDPR provides additional incentives for data controllers to create or adhere to approved codes of conduct: adherence to a code of conduct may demonstrate compliance with the obligations of data controllers, provide the basis for international data transfers, be a positive factor in a Data Protection Impact Assessment and when fines are being imposed upon the adherent party. The GDPR explicitly refers to the protection of children and the manner in which parental consent should be obtained as one of the possible areas in which the GDPR’s requirements could be specified (Article 40 GDPR). Thus, parental consent verification methods could be proposed by the industry through the codes of conduct.

Nevertheless, in order to ensure that self-regulation is accountable, efficient and able to deliver on its societal goals,235 the EU should actively participate in the formulation of self-regulatory rules, and their effective monitoring and enforcement. Under the Directive 95/46/EC, the success of voluntary data protection codes has been very limited. The number of codes approved by the national DPAs vary significantly from one Member State to
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another. At the European level, very few organisations representing specific sectors have tried, and only one of them has managed to draw up a code that was fully endorsed by the European DPAs.236 The process of self-regulation took several years and was not necessarily shorter than a legislative procedure. Also, self-regulatory codes were limited in their ability to protect children as internet users, because of vague language, inadequate enforcement and monitoring mechanisms, and low market penetration.237 In the area of online child safety, although little research is available on the actual impact of self-regulatory systems, the questionable efficacy of the major existing voluntary initiatives, such as the Safer Social Networking Principles for the EU, raise doubts as to their full implementation and compliance.238 Stronger EU participation in the self-regulatory process, in particular rule formulation and enforcement, could help to achieve a better balance between the interests of children to exercise control over their personal data and the desire of businesses to valorise and profit from users’ personal data. The GDPR, in contrast to the DPD, takes a step in that direction and requires: (a) DPAs to evaluate whether the code complies with the GDPR and, approve it, as well as register and publish the code; (b) an independent body, which has an appropriate level of expertise and is accredited by the competent supervisory authority, to monitor compliance with codes of conduct.

8. Conclusions

The growing importance of children’s rights in EU policy making, empirical evidence vis-à-vis the risks for children and excessive and complex children’s data collection practices online have driven the recognition in Europe that children’s personal data deserves specific protection. The EU GDPR, which will be applicable from the 25th of May 2018, has established the requirement to obtain parental consent for the processing of the personal data of a child below the age of 16 years (unless national laws specifies a lower age threshold which cannot be lower than 13) when offering information society services (Article 8). Under the current Directive 95/46/EC, which has no specific rules on the consent of minors, the requirements related to the age and validity of consent have been diverging within the EU. Member States took three distinct approaches to regulate children’s capacity to provide consent to their data processing, namely an objective bright-line, ‘regulation by analogy’, and a subjective capacity-based approach.

The analysis of the legislative history of Article 8 in the GDPR reveals the lack of well-reasoned justifications and evidence in terms of the substantive requirements adopted in the final version. With most of the GDPR debate being focused around articles with a direct economic impact on data controllers’ activities and the Digital Single Market rather than the protection of vulnerable data subjects, Article 8 witnessed only sporadic renewals of interest during the debates in the EU institutions.

The EC almost literally copied the parental consent requirement from COPPA in its proposal for the GDPR, without taking into account the criticisms related to ineffective
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parental consent and age verification mechanisms or considering any alternatives of a more nuanced approach to child protection. Despite many valuable amendments being registered, the discussions at the European Parliament did not lead to major substantive changes either. The Council has only substantially deviated from the original GDPR proposal on the age of consent. It initially increased the age limit of consent to 16 years and in the last minute of negotiations took a flexible approach leaving the decision partially to the Member states. As a consequence, this left the EU without coherent and uniform age threshold in the European Digital Market and undermined the much-anticipated harmonisation effect of the GDPR. In summary, none of the EU institutions failed to employ an up-to-date means of assessment, question the age limit for consent, assess the impact on children’s rights and the effectiveness of a particular formulation of the parental consent requirement, and to consider adopting a more nuanced version of parental consent.

Due to the failure to use well-reasoned justifications and evidence during the legislative process and the ongoing lack of guidelines, the GDPR parental consent requirement faces many practical challenges related to its interpretation and implementation. First, the requirement is applicable to information society services offered directly to a child. As information society services are normally provided for remuneration, this causes uncertainty as to the particular material scope of Article 8, especially its applicability to free services. Second, the requirement concerns online services offered directly to children, but it is complicated to draw the exact distinction between services to which the protection should apply. The extent to which the GDPR parental consent requirement will cover general-audience or mixed-audience services and sites remains unclear. The FTC solution of subjecting different services to a parental consent requirement through the ‘totality of the circumstances test’ and ‘actual knowledge test’ is useful, despite its flaws. Third, as the GDPR allows consent authorisation by the parents or the holders of parental responsibility over the child, it remains unclear if the reference to consent authorisation can be understood as allowing a joint consent and if the circle of holders of parental responsibility can include individuals other than parents and legal guardians. Fourth, to comply with the GDPR it suffices to make reasonable efforts to obtain verifiable parental consent rather than guarantee verified consent as a final outcome. It is not clear how much effort and proof in relation to obtaining consent can be requested from the controllers in order to sufficiently demonstrate compliance nor how reasonable efforts should be documented and proved. Fifth, specific parental consent mechanisms that can be used by data controllers to be compliant with the GDPR require further clarification and the guidance of the FTC on COPPA can be informative in specifying adequate and GDPR-compliant consent verification methods. Finally, the GDPR does not explicitly require the verification of a child’s age, and thus more specification is needed on the relationship between consent and age verification, and the need for concrete proportionate and reliable age verification solutions.

Drawing on COPPA in the US, we identified pitfalls to be avoided and lessons to be learned when moving forward in the implementation of the EU parental consent requirement. Given the weaknesses of consent in general and parental consent in particular, the GDPR places an excessive burden on parents and children to make informed decisions about their personal data processing in the complex technology and data-driven environment. Instead of asking parents to control children’s data collection through consent, restrictions on the most undesirable data processing practises in relation to children
should be enforced. Effective GDPR restrictions on children’s data collection such as prohibition of profiling, marketing, the use of legitimate interest as a ground to process children’s data, may provide an alternative to the parental consent requirement as a protection model. Purpose dependent restrictions on the collection on the collection of children’s data would be better suited to diminishing its commercial exploitation in complex marketing, tracking and targeting systems, than parental consent.

The implementation of Article 8 of the GDPR provides an opportunity for the EU to address the different challenges and opportunities in adopting innovative online methods of age verification. Instead, of purely relying on the internet users’ self-assertion of their age, as provided in the COPPA regime in the US, the EU should explore innovative, effective and privacy-friendly age verification mechanisms, aligning them with the advancements in online authentication, attribute-based ecosystems and public e-ID schemes. The use of attribute-based credentials in implementing Article 8 of the GDPR looks particularly promising, allowing for pseudonymous and reliable age checks online. In line with the risk-based approach embodied into the GDPR, methods of age verification that afford lower levels of assurance might be adequate in online services posing lower risks to the rights and freedoms of children, leaving high assurance options for high risk information society services, such as services involving profiling, marketing and other practises from which the GDPR considers that children merit specific enhanced protection.

When determining acceptable parental consent verification methods, the EU could follow the US example and encourage industry to propose effective, acceptable (from an industry perspective) and sector-tailored solutions for approval. Codes of conduct could be one possible way to create standards for effective consent verification and the further specification of Article 8 of the GDPR. Nevertheless, in order to ensure that self-regulation is accountable, efficient and able to deliver on its societal goals, the EU should actively participate in the formulation of self-regulatory rules, and their effective monitoring and enforcement.

As regards the age threshold for consent, it might be worth adopting different age limits for different data collection areas and practises in the 13–16 year age span. Specific consent age limits could be determined in national laws as Member States can depart from the GDPR default age of 16 or in codes of conduct at the European level. The latter could help to create standards that account for children’s vulnerabilities in a specific activity or sector. If the Member States chose to lower the age threshold to 13, the industry codes of conduct could still go beyond this age requirement and guarantee stringent protection in specific data collection scenarios offering more protection for children’s personal data depending on the context. In any case, the choice of the most appropriate age limit between 13 and 16, be it in national law or in self-regulatory initiatives, should be based on extensive empirical evidence and consultations with children.
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