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PREFACE

Performing Ph.D. research and writing a thesis is as a journey. At one day you start
and at another day you hope to finish. In my case, the first day was in 2011. The
research was really a journey. My first idea was using data mining for predicting
seaweed selling prices. However, | did not get the project running. My main diffi-
culty was collecting the appropriate data. Meanwhile, | was given to understand
that data mining is closely related to pattern recognition. So, | looked for areas in
which many data were available and where pattern recognition could be applied in a
profitable way. During that period in 2012, | started to create my own database from
publicly online sources, such as www.youtube.com. Thus, my journey was restarted
by investigating video data of human performers.

Thereafter the idea arose to do exploratory analysis of human facial expressions
from video or photo data. By employing statistical analysis and data mining tech-
niques | addressed the following problem statement: “What is the power of the facial
expressions in competitive settings?”. Competitive settings appear, among others,
in beauty contests and music competitions. | operationalised the research on four
competition domains namely: Miss World International Competition, Mister World
International Competition, International Piano Competition, and JKT48 (JaKarTa 48)
Leadership Singing Competition.

The findings of my research revealed the following four results: (1) facial expres-
sions contribute to attractiveness ratings but only when considered in combination
with sexual dimorphism (femininity), (2) thin slices of dynamic facial expressions
contribute to the attractiveness of males in similar way as static images do, (3) facial
expressions allow the identification of the winning musician, and (4) facial expres-
sions can predict a direct relation to the assessment of leadership. In summary, the
thesis contains the following three scientific contributions: (a) four new findings con-
cerning the power of facial expressions in competitive settings, (b) a variety of small
contributions to the existing literature on facial expressions, and (c) a measurement
comparison of facial expressions as assessed by human beings and computers.

I would like to recognise the help of many people and institutions. First of all, |
would like to thank my supervisors Professor Eric. O. Postma and Professor H. Jaap
van den Herik for their valuable guidance and encouragement they gave me. God
bless you and your families.

Second, | am grateful to the Netherlands organisation for international cooperation
in higher education (Nuffic) for their sponsorship, which enabled me to undertake
my Ph.D. project. | also thank the Tilburg University, the Maastricht School of Man-
agement (MSM) the Netherlands, and the University of Pattimura Ambon Indonesia,
for giving me the opportunity to study.

Third, my sincere thanks go to all my friends and family members. In particular, to
my parents Izaak Latuny and Monika Nussy, and to my brother Richard Latuny and
his family (Felly, Abigail, and Zipora), | would like to express my sincere thanks for



their support that | received throughout the Ph.D. journey. To my aunts Josephina
Sopacua and children, Kristin Toisuta and husband, to my uncles Johan Nunumete,
wife, and children and Henoch Nunumete, wife, and children, | also would like
to express my thanks for their support and their nurturance during my study in
Maastricht and Tilburg.

Lastly, I would also like to acknowledge the support of the staff of DCI and TiCC
of the Tilburg School of Humanities, particularly my thanks go to Professor dr. A A.
Maes as the Chair of DCI. Also, | wish to acknowledge the excellent support received
from the staff members, more specifically from Eva, Lauraine and the former staff
members Jachinta and Joke. Finally, 1 wish to acknowledge the other excellent sup-
port that | received, namely from the Research Department of the Maastricht School
of Management (MSM). | would like to thank in particular the dean of MSM Prof. dr.
W.A. Naudé as well as Patrick Mans and Sandra Kolkman as former manager and
senior research staff in MSM and also Rocco Muhlenberg as a senior officer research
and IT Education.

Tilburg, April 17, 2017

Wilma Latuny
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INTRODUCTION

Setting the scene is important for every research topic. Ours is no exception. The
first scene of our research is as follows. A selection committee is willing to receive
the first candidate for the recently established professorship of data science in soci-
ety. The members of the committee are well prepared by a university trainer from
whom they learned that some individuals might make a big impression on other
people, whereas others do not. Frequently, charismatic individuals benefit from their
impressive appearances in an election procedure, a contest, or a competition. But to
what extent do such persons really have a clear advantage over the other candidates?
The university trainer is a professional lecturer. She had warned the members of the
committee for fast conclusions and stressed that keeping a balanced consideration is
always better. However, a balanced consideration takes time, and first impressions
can be formed in a short period of time, say less than 30 seconds (cf. Ambady &
Rosenthal, 1992). First impressions are often formed subconsciously using facial ap-
pearances (cf. Bar, Neta & Linz, 2006; Olivola & Todorov, 2010; Tom, Tong & Hesse,
2010). As every well-trained candidate knows: facial appearance has been shown
to have a large influence on impression formation. To be more precise facial attrac-
tiveness is associated with positive traits and facial unattractiveness with negative
traits (Miller, 1970). Thus, facial expressions are known to affect impression forma-
tion (see Bar et al., 2006). Now the question arises: how can a candidate use the facial
expressions in a beneficial way in a competitive setting?

In section 1.1 we mention three examples of empirical studies showing that an
individual’s facial expressions influence the assessments. Then, in section 1.2 we
discuss the effect of the context. This completes our basic introduction to the topic.
At that point we will give an outline of the contents of the first chapter.

1.1 the influence of facial expressions

The first example is an established study by McHugo, Lanzetta, Sullivan, Masters
and Englis (1985), who presented college students video excerpts of Ronald Rea-
gan displaying different emotions. Reagan’s emotional expressions affected the self-
reported emotions of the students. When Reagan displayed happiness or reassur-
ance, the students reported that they experienced positive emotions, whereas in case
of a display of anger or threat they reported negative emotions. These emotional
responses have consequences for the formation of impressions.

The second example is a recent study by Ruben, Hall and Schmid Mast (2015)
who examined how smiling affects the hireability of job applicants. In particular for
jobs with a serious demeanor, the researchers found that the amount of smiling was
inversely proportional to hireability. Applicants who were more likely to be hired



smiled less, especially in the middle of the interview as compared to the beginning
and the end. Importantly, the type of job was to find a moderator for the effect of
smiling on hiring, which indicates the importance of a context on the interpretation
of facial expressions.

The third example is a rather recent computational study of online conversational
videos (vlogs). Biel, Teijeiro-Mosquera and Gatica-Perez (2012) collected 281 vlogs
which were assigned Big-Five personality assessments by Mechanical-Turk workers
(5 assessments per vlog). The Big Five traits are: Openness to experience (O), Con-
scientiousness (C), Extraversion (E), Agreeableness (A), and Neuroticism (N) (see
Biel et al., 2012). Using the Computer Expression Recognition Toolbox (cf. Little-
wort, Whitehill, Wu, Fasel et al., 2011) (see also section 1.4) and machine learning
methods, Biel et al. (2012) found that facial expressions of emotion were related to
personality assessments. In particular, Extraversion could be predicted better than so
far. Apparently, previous methods were at that time (2012) surpassed by the CERT
toolbox.

These examples illustrate that facial expressions may contribute to impression for-
mation. As is evident from the second example, the context poses a difficulty when
studying the impact of a person’s facial expression on assessments about his or her
guality.

1.2 the effect of the context

There are two main ways in which context has an effect on inferring traits from facial
expressions: (1) the effect that context has on the perception of facial expressions and
(2) the effect that context has on the generation of the facial expressions. We briefly
discuss both contextual effects.

First, the effect of the context on the perception of facial expressions may be illus-
trated by a cinematographic example. In a famous demonstration of the Kuleshov
effect in movies (see Prince & Hensley, 1992), film director Alfred Joseph Hitchcock
showed a scene of his own face with an expression that slowly changed from neutral
to a subtle smile. This scene was preceded by either a scene of a mother with a baby
or by a scene of an attractive female in a bikini. In the first case, the impression of
Hitchcock was that of a gentle and kind man, whereas in the second case, the impres-
sion was that of a dirty old man 1. As this example illustrates, one facial expression
can lead to opposite assessments or impressions.

Second, the effect of the context on the generation of the facial expressions is
closely related to the social context. A classical experimental study of the effect of the
social context on the perception of faces is performed by Cline (1956). He presented
participants with drawings of pairs of faces with different expressions. For instance,
he assessed the ratings of a frowning face paired with a glum face and compared
that with the ratings of a frowning face paired with a smiling face. The comparison
revealed that in the presence of the glum face, the frowning face seemed to belong
to an initiator, whereas in the presence of a smiling face it seemed to be the face of a

1 Hitchcock Explains the Kuleshov Effect to Fletcher Markle 1964: https://youtu.be/96xx383lpil



follower. The reason for this change in assessments of the same facial expression is at
least partly due to the change of the social context. Participants rate the expressions
in the light of the inferred social interaction between the two faces in much the same
way as happens in the Kuleshov effect (cf. Prince & Hensley, 1992). Modern theories
addressing the effects of context on the perception of facial expressions emphasise
the dynamic interplay of perceptual cues and cognitive states (see Adams, Ambady
& Nakayama, 2011; Freeman & Ambady, 2011).

Context also affects the facial expression behaviour of individuals. Cultural and
social norms dictate how to respond to a given situation. According to Ekman and
Friesen (1969), humans learn to modulate their emotional (facial) expressions during
their childhood. They should behave according to a set of rules referred to as dis-
play rules (Ekman & Oster, 1979). These rules apply to a large variety of situations.
For example, flight attendants (Hochschild, 2003) and bill collectors (Rafaeli & Sut-
ton, 1991) are required to have facial expressions that agree with their occupational
positions, i.e., friendly and serious expressions, respectively.

1.2.1 Our Research Domain

As the above considerations show, the study of the power of facial expressions is
hampered by the possible distorting effect of context. Without controlling for context,
it is hard to interpret measurements of facial expressions. Therefore, in this thesis we
focus on the study of the power of facial expressions in a restricted context, namely
the context of competitions. As pointed out by Ekman, competitions are associated
with specific display rules. For example, whereas winners in American sports may
smile, the winner of a Miss World contest must cry (Boucher, 1974).

Our experiments will focus on the analysis of facial expressions in four competitive
contexts: female pageant contests, male pageant contests, a music contest, and a
leadership contest. We assume that within each of these contests and contexts, the
display rules are fixed. For instance, in a pageant contest, the display rule may be to
smile or to transmit a positive expression. Alternatively, during a piano concerto the
display rule may dictate the performer to exhibit a range of facial expressions that are
congruent with the emotional spirit of the music. Finally, in a competitive situation
where individuals are assessed on their leadership skills, serious expressions are
assumed to be prevalent.

1.2.2 The Power of Facial Expressions

If our assumption holds, the competitive contexts allow us to study the power of facial
expressions. We believe that facial expressions can be decisive in competitive settings.
Therefore, we use the power of facial expressions as the title of this subsection and
also as the title of the thesis.

To assess the power of facial expressions, we need a means to measure facial ex-
pressions. The Facial Action Coding System (FACS) (Ekman & Rosenberg, 1997) pro-
vides an excellent basis for acting as such a means, especially with modern tools for
the automatic analysis of facial expressions. The remainder of this chapter is organ-



ised as follows. Section 1.3 provides a brief introduction to the Facial Action Coding
System. Section 1.4 reviews computational approaches to analyse facial expressions.
Section 1.5 formulates our Problem Statement (PS) and four Research Questions
(RQs). Section 1.6 deals with the research methodology which guides the answering
procedure of the RQs and the PS. Finally, section 1.7 provides an outline of the thesis.

1.3 the facial action coding system

Facial expressions have been extensively studied by Paul Ekman (see, e.g., Ekman &
Rosenberg, 1997). Ekman claimed that human facial expressions consist of building-
blocks called facial action units (AUSs), i.e., local changes of the facial appearance
caused by the activity of facial muscles. An example of a facial action unit is the
Inner Brow Raiser, which represents the elevation of the inner parts of the eyebrow.
The Facial Action Coding System was proposed by Ekman and Friesen (1978b) in an
attempt to systematically describe facial expressions in terms of action units. Accord-
ing to Ekman and Friesen (1978b), FACS is a comprehensive, anatomically based sys-
tem for measuring all visually perceptible facial movements. Each AU has a numeric
code. For instance, action unit 1 (AU1) is associated with the Inner Brow Raiser. Exam-
ples of action units and their meanings are given in Appendix A. Interestingly, facial
expressions that are described by certain combinations of action units correspond to
emotional expressions. For instance, the facial expression of Joy is associated with
the combination of AU6 (Cheek Raiser) and AU12 (Lip Corner Puller).

For a long time the identification of action units from photographs or videos was
performed by human FACS coders, but in recent years computational methods be-
came available for the automatic coding of facial action units.

Here we would like to remark that FACS is not without its critiques. At this place,
we mention two of them. First, the assumption of the existence of (six) basic emotions
has been questioned by Ortony and Turner (1990). They claimed that there is no evi-
dence for the existence of basic emotions. Second, FACS is based on the assumption
that facial action units are the building blocks of facial expressions, because each
of them is associated with a specific facial muscle. An alternative conception is that
the building blocks of facial expression are defined in terms of information content.
As a transmitter of information, facial dynamics may have evolved to maximize the
efficiency of information transfer. Smith, Cottrell, Gosselin and Schyns (2005) found
evidence for such efficiency.

1.4 automatic facial action coding

In what follows, three automatic facial coding systems are described: the Computer
Expression Recognition Toolbox (1.4.1), Intraface (1.4.2), and Face++ (1.4.3). In this
thesis, we applied the Computer Expression Recognition Toolbox and Intraface for
the extraction of facial expression information from images and video sequences.



1.4.1 Computer Expression Recognition Toolbox

The Computer Expression Recognition Toolbox (CERT), is a powerful software tool
for the automatic coding of facial expressions (cf. Littlewort, Whitehill, Wu, Fasel et
al., 2011). Given an image or video, CERT estimates the intensity of twenty different
facial action units and of seven different prototypical emotional facial expressions
(i.e., the seven basic emotions identified by Ekman and Rosenberg (1997), viz. happi-
ness, sadness, surprise, fear, anger, disgust and contempt). CERT also estimates
the locations of ten facial features as well as the head pose, i.e., yaw (the direction
of shaking “no”), pitch (the direction of nodding “yes”), and roll (the in-plane ro-
tation of the face). A database of posed facial expressions has evoked considerable
research in social psychology. CERT achieves an average recognition performance of
more than 90 percent on the Cohn-Kanade (CK+) database (cf. Littlewort, Whitehill,
Wu, Fasel et al., 2011). On a spontaneous facial expression dataset, CERT achieves an
accuracy of nearly 80 percent (cf. Littlewort, Whitehill, Wu, Fasel et al., 2011).

A video sequence of a frontal face is translated by CERT into a multivariate time-
series of (amongst others) action-unit estimates. These time-series can be analysed
through traditional statistics (e.g., correlation) or with modern machine learning
methods (see, e.g., Biel et al., 2012).

CERT has been distributed under an academic license before it became a commer-
cial product. Figure 1.1 illustrates the CERT application. After loading a video file,
in each frame the face is detected and the action units describing the facial expres-
sions of the detected face are analysed. The bar plots on the right show the action
unit estimates. For instance, the upper left plot shows the estimates for anger one of
the seven basic emotions. Each black bar represents the estimate for one frame. The
horizontal axis represents time (expressed in frames), the vertical axis represents
the (normalised) AU intensity. Intensities larger than zero indicate evidence for the
presence of the action unit.

1.4.2 Intraface

Intraface (Xiong & Torre, 2013) is publicly available automatic facial coding software.
Intraface uses a Supervised Decent Method (SDM) to estimate the locations of 49
landmarks: 2 < 5 landmarks representing the two eyebrows, 2 %< 6 landmarks for the
eyes, 9 landmarks for the nose, and 18 landmarks for the mouth. SDM estimates the
three-dimensional head pose for each image or frame. Head pose is represented by
yaw, pitch, and roll (see 1.4.1). Intraface is available as a Windows GUI, a matlab,
and as mobile app?.

14.3 Face++

Face++ is a cloud-based service for automatic facial coding. It is based on a deep
convolutional neural network that maps a face onto estimated locations of 83 facial
landmarks (Zhou, Fan, Cao, Jiang & Yin, 2013): 19 landmarks representing the lower

2 www.humansensing.cs.cmu.edu/intraface



Figure 1.1: Hlustration of the interface of the CERT application.

facial outline including the chin, 2 x 10 landmarks representing the eyes, 2 % 8 land-
marks for the eyebrows, 18 landmarks for the mouth, and 10 landmarks for the nose.
Face++ is publicly available via an API that reads images and returns a JSON file
with the landmark coordinates.

15 problem statement and research questions

The available computational tools allow us to perform objective analyses of facial ex-
pressions. In combination with the setting of the context that is assumed to constrain
the display rules, we are ready to formulate our problem statement (PS).

PS: What is the power of facial expressions in a competitive setting?

Our research is guided by four research questions (RQs), each of which is related
to one of the four competitive contexts: the female pageant contest, the male pageant
contest, the music contest, and the leadership contest. Each RQ is preceded by a brief
description that gives the context. The first research question deals with Miss World
contestants and reads as follows.



RQ1: To what extent do facial expressions contribute to the attractiveness ratings in relation
to femininity?

The second research question aims at discovering the contribution of facial ex-
pressions in the assessment of male beauty. In particular, the static and dynamic
aspects of attractiveness will be analysed using short video segments of the male
contestants. These segments represent so-called thin slices, which have been exper-
imentally shown to provide sufficient information for assessing personality, affect,
and interpersonal relations (cf. Ambady, Bernieri & Richeson, 2000). The second re-
search question reads as follows.

RQ2: To what extent do thin slices of facial expressions contribute to the attractiveness of
males?

The third research question focusses on the context of a music contest. Building
on a recent study by Tsay (2013), suggesting that visual information contributes to
the assessments of winning performances, our third research question focusses on
facial expressions and reads as follows.

RQ3: To what extent do facial expressions allow for the identification of winning musicians?

Finally, the fourth research question investigates the context of a leadership con-
test. Using videos of leadership contestants, we attempt to assess the relationship
between facial expressions and assessments of leadership qualities. The fourth re-
search question reads as follows.

RQ4: What is the relation of dynamic facial expressions to leadership assessment?

The answers to these four research questions enable us to formulate an answer to
the problem statement.

1.6 research methodology

In this study we employ a research methodology, which consists of the following six
stages.

1. Reviewing and analysing the scientific literature
2. Collecting, editing and extracting facial expressions from video sequences

3. Performing traditional correlation analysis and modern prediction analysis
(machine learning)

4. Performing comparative experiments

5. Analysing and interpreting the results obtained



6. Formulating conclusions.
Below, each of the six stages is briefly explained.

1. Reviewing and analysing the scientific literature. We review and analyse the scien-
tific literature with three objectives. The first objective is to identify the state-of-
the-art findings of relevance to the four research questions. The second objec-
tive is to identify suitable computational analysis methods from the literature.
The third objective is to establish well-founded experimental set-ups for the
experiments performed to answer RQ1, RQ2, RQ3, and RQ4. Appropriate liter-
ature is found in the research fields of (1) social signal processing and affective
computing, (2) machine learning and data mining, (3) probability theory and
statistics, and (4) nonverbal signals and facial expressions.

2. Collecting, editing and extracting facial expressions from video sequences. The video
sequences available usually consist of raw material. From these, (a) proper
slices and metadata need to be collected, (b) redundant fragments removed,
and (c) relevant fragments extracted.

3. Performing traditional correlation analysis and modern prediction analysis. The tradi-
tional methods of statistical inference rely on tools such as correlation to deter-
mine the relation between independent variables (facial expression estimates)
and the dependent variable (assessment). The modern methods use data anal-
yses and aim at prediction.

4. Performing comparative experiments. Predictive analysis by means of machine
learning requires a comparative evaluation of different subsets of independent
variables (features) and parameter settings. Comparative experiments will be
performed to determine the optimal setting of the machine learning algorithms
in a suitable cross-validation setting and to determine the contribution of facial-
expression components to the prediction performance.

5. Analysing and interpreting the results obtained. The purpose of the analysis and
interpretation is threefold: (a) determining the correlations of facial expressions
(AUSs) with the assessment under consideration, (b) predicting the assessments,
and (c) understanding and interpreting the relation between the expressions
and assessments with reference to the available literature.

6. Formulating conclusions. Based on the results obtained when answering the four
RQs, an answer to the PS can be formulated and conclusions can be drawn.

1.7 structure of the thesis

Below we provide an overview of the structure of the thesis.

Chapter 1 introduces the research topic by describing the context and by formulating
the problem statement and research questions. They are investigated over the course
of seven chapters. The chapter also specifies the research methodology. Table 1.1 lists



Table 1.1: Structure of the thesis.
Chapter PS RQ1 RQ2 RQ3 RQ4
. INTRODUCTION X X X X X

2. DIGITAL ANALYSIS OF BEAUTIFUL

FEMALE FACIAL EXPRESSIONS X
3. STATIC AND DYNAMIC CUES TO MALE X
ATTRACTIVENESS
THE FACIAL EXPRESSIONS OF WINNING MUSICIANS X
THE FACIAL EXPRESSIONS OF LEADERSHIP X
GENERAL DISCUSSION
CONCLUSIONS AND FUTURE WORK X X X X X

No a R

the chapter titles and indicates the involvement of the problem statement (PS) and
the research guestions (RQ1-4) for each chapter.

Chapter 2 deals with RQ1. Facial expressions in relation to femininity are investi-
gated by three sets of features: facial expression features, smiling features, and emo-
tional expression features.

Chapter 3 deals with RQ2. It handles the thin slices taken from video sequences of
male pageants. Three cues of male attractiveness are investigated: symmetry, avera-
geness, and masculinity.

Chapter 4 deals with RQ3. It investigates the influence of dynamic facial expressions
in a music competition. We examine the result of an international piano competition.
Performance and expressions are compared.

Chapter 5 deals with RQ4. It investigates the relation of dynamic facial expressions
on the assessment of leaderships traits. We investigate a leadership competition, ex-
tract the personal traits from both a survey and collected computational data. Finally,
we compare the results.

Chapter 6 gives a general discussion of the findings in relation to existing work. The
emphasis is on the power of facial expressions in personal assessments in competi-
tive contexts.

Chapter 7 provides conclusions by summarising the answer to the research questions
and then answering the problem statement. In addition, the chapter points at future
work.






DIGITAL ANALYSIS OF BEAUTIFUL
FEMALE FACIAL EXPRESSIONS

In this chapter we address the dynamics of female facial expressions. The aim of the
study is to provide an answer to the first research question.

RQ1: To what extent do facial expressions contribute to attractiveness ratings in relation
to femininity?

Facial attractiveness has been studied extensively in the past decades. The majority
of these studies were behavioural studies in which participants were instructed to
rate the attractiveness of facial pictures. The present chapter exploits computational
methods to study the digital analysis of female facial attractiveness. Our study is
guided by the following research approach: (1) digitally measuring the dynamics of
facial features of beautiful women contestants of the miss world competition and (2)
relating these measurements to available attractiveness ratings. We expect that the
approach gives us an adequate insight into the contribution of facial expressions to
an attractiveness rating in relation to femininity. Therefore, the aim of this chapter
is to establish the contribution of facial expressions to attractiveness in relation to
femininity by means of a computational analysis of video sequences. In other words,
and that is crucial for our research: do facial expressions contribute individually to
attractiveness or are they dependent on the level of femininity?

The course of the chapter is organised as follows. Section 2.1 reviews three previ-
ous behavioural findings on the contribution of facial expressions to attractiveness.
Section 2.2 describes the research methodology by outlining the video collection and
the statistical and computational analyses. The results are presented in section 2.3.
Finally, section 2.4 discusses the results and provides a conclusion and three recom-
mendations for further research.

21 three characteristics of attractiveness

So far, three main facial characteristics have been found to determine the assessments
on human attractiveness: facial symmetry, averageness and sexual dimorphism (cf.
Perrett et al., 1998; Fink, Grammer & Thornhill, 2001; Baudouin & Tiberghien, 2004).
In the literature, the contribution of symmetry to attractiveness is observed for both
males and females, while the contribution of averageness is found exclusively for
female faces (Rhodes et al., 2011). In female faces, the contribution of symmetry
to attractiveness is partly caused by averageness (Baudouin & Tiberghien, 2004).
Whilst sexual dimorphism, i.e., the masculinity or femininity of the face, is prob-
ably the most powerful predictor of attractiveness (cf. Perrett et al., 1998; Rhodes,
2006). Therefore, in the current study sexual dimorphism is adopted as a measure
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of static attractiveness (see subsection 2.2.4). Below we briefly discuss the three char-
acteristics. In subsection 2.1.1, we review the literature on the contribution of static
versus dynamic characteristics. In subsection 2.1.2 we examine the relation between
facial expression and attractiveness. In subsection 2.1.3 the facial action unit and the
emotional expression are related. Finally, we give a brief overview of previous work
of facial expressions and attractiveness in subsection 2.1.4.

2.1.1 Static versus Dynamic Attractiveness

Whereas traditional studies of facial attractiveness focussed on static images, i.e.,
photographs (cf. Maret, 1983; Dickey-Bryant, Lautenschlager, Mendoza & Abrahams,
1986; Watkins & Johnston, 2000), more recent studies address the dynamic features
of attractiveness (cf. Krumhuber & Kappas, 2005; Morrison, Gralewski, Campbell
& Penton-Voak, 2007; Penton-Voak & Chang, 2008). The contribution of dynamic
features to attractiveness has been subject of considerable debate. First, Rubenstein
(2005) suggested that static and dynamic characteristics of faces are assessed by dif-
ferent evaluative standards. He found that a dynamic face assessed to be highly
attractive was not necessarily assessed to be attractive when presented as a still
image. Then, partly supporting Rubenstein’s suggestion, Lander (2008) put forward
some specific results in which gender differences played a special role. Lander found
medium correlations (by female raters) and large correlations (by male raters) be-
tween the attractiveness ratings of static and dynamic female faces. However, he did
not find a significant correlation between static and dynamic male faces. Lander’s
(2008) results were confirmed by Penton-Voak and Chang (2008). In the five years
thereafter, two more recent experimental findings were published. They indicate that
static and dynamic attractiveness are largely identical. In 2011, Rhodes et al. (2011)
reported a high agreement (r = 0.83) between attractiveness ratings for static male
facial images and moving male facial images. In 2013, Koscifski (2013) found that
the attractiveness of static and dynamic faces did not differ irrespective of facial sex.

2.1.2 Facial Expressions and Attractiveness

The main difference between static and dynamic faces is caused by the (possible)
change in facial expressions. A few studies addressed the role of facial expressions
in attractiveness ratings. Morrison et al. (2007) showed that blinking, nodding, shak-
ing, and overall movement correlate positively with attractiveness. Not surprisingly,
smiling has often been found to contribute to attractiveness (cf. KoScifski, 2013).
Krumhuber and Kappas (2005) had found a positive relation between a dynamic
smile and assessments of attractiveness. They found that when females dynamically
smiled for longer periods of time, they were assessed to be more attractive than
when they smiled during shorter periods of time (see also Penton-Voak & Chang,
2008). Evidently, duration of a smile is defined for dynamic faces only. It suggests
that duration-of-smiling is a dynamic feature that has a unique contribution to at-
tractiveness. This raises the following question: to what extent do facial expressions
contribute to attractiveness ratings? Obviously, the question is equally relevant to



static facial expressions (e.g., in relation to photographic images) as to dynamic fa-
cial expressions (e.g., in relation to video clips). Modern digital methods for the au-
tomatic coding and analysis of facial expressions offer useful tools to address these
two questions.

However, the obvious fact that dynamic sequences contain more information for
facial perception than static images suggests that it is worthwhile to investigate the
nature of the dynamic information (Roberts et al., 2009). Moreover, as far as we
know until now, the contribution of dynamic facial expressions to attractiveness has
not been studied with computational methods (cf. Laurentini & Bottino, 2014). What
we found is some work on computational analysis of facial expressions in static
images (Whitehill & Movellan, 2008) and on the computational analysis of statics
and dynamics of facial landmarks (Kalayci, Ekenel & Gunes, 2014). In what follows,
we briefly report on the three examples of computational analysis, mentioned above.

First, Whitehill and Movwvellan (2008) performed a computational analysis of the
facial action units in still images of female and male faces (the GENKI database)
and found that static facial expressions (as measured in terms of facial action units)
correlated with attractiveness.

Second, Kalayci et al. (2014) used machine learning to determine to what extent
static and dynamic features of 48 facial landmarks contribute to facial attractiveness.
They found that dynamic features do contribute to predicting facial attractiveness,
but they did not consider the precise contribution of the facial expressions.

Third, Laurentini and Bottino (2014) suggested that extending computer attrac-
tiveness analysis to facial expressions as well as performing an automatic analysis of
attractiveness of facial movement appear to be a new promising area.

As a conclusion we may state that the automatic analysis of facial expressions
requires a formalisation of facial movements. In subsection 2.2.5 (called prediction)
three machine learning experiments are described to measure the contribution of
three types of facial expressions (i.e., facial action unit expressions, smiling expres-
sions, and emotional expressions).

2.1.3 Facial Action Units and Emotional Expressions

Facial expressions are generated by contractions of facial muscles, which results in
temporally deformed facial features such as eye lids, eye brows, nose, lips and skin
texture (cf. Fasel & Luettin, 2003). A fine-grained description of facial expressions
is needed in order to capture the subtlety of human facial expression (cf. Kanade,
Cohn & Tian, 2000). As explained in chapter 1, the Facial Action Coding System
(FACS) is an observation-based system of facial expressions developed by Ekman
and Friesen (1978b). FACS consists of 44 so-called Action Units (AUs), which consti-
tute the building blocks of facial expressions. Examples of AUs are the "brow raiser",
the "lip tightener" and the "dimpler" (see Appendix A for an overview of AUSs rele-
vant to this study according to the output of CERT).

Well-known facial expressions are defined by specific combinations of AUs. Ta-
ble 2.1 lists the AUs associated with the seven emotional expressions Happiness,
Sadness, Surprise, Fear, Anger, Disgust and Contempt.
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Table 2.1: List of Action Units (AUs) associated with seven emotional expressions.

Action Units (AUs) Emotions
6+12 Happiness
1+4+15 Sadness
1+2+5+26 Surprise
1+2+4+5+7+20+26 Fear
4+5+7+23 Anger
9+15+16 Disgust
R12+R14 Contempt

Our computational study of the relation between facial expressions and attractive-
ness will rely on AUs and the seven emotional expressions as defined by FACS.

2.1.4 Previous Work on Facial Expressions and Attractiveness

Before turning to our study of attractiveness, we briefly review existing studies on
the contribution of facial expressions to attractiveness, specifically in females. The
most consistent finding in the literature concerns the contribution of smiling or also
called facial expressions of happiness (see Tracy & Beall, 2011). Moreover, they stud-
ied the impact of emotional facial expression on sexual attraction. Using still images,
they found that the expressions of happiness in female persons were the most at-
tractive emotional expressions, whereas in males, it was rated as one of the least
attractive expressions. Golle, Mast and Lobmaier (2014) found that the intensity of
smiles influences attractiveness in static images strongly. In addition, there is some
evidence that feminine motion (in dynamic facial expressions) contribute to attrac-
tiveness. Morrison et al. (2007) used dynamic animations to study attractiveness. In
order to remove any shape cue, they extracted the facial landmarks from videos
of real persons and used them to animate an androgynous shape-normalised face.
Participants in their study were able to discern male from female animations above
chance level. The amount of feminine motion was positively related to attractiveness.
Possibly, because it reflects extraversion, which is an established attractive personal-
ity trait.

2.2 research methodology

In this section, we describe the video collection used for our computational analysis
of attractiveness (2.2.1), we outline the method used to measure facial expressions
from the videos (2.2.2), we discuss automatic expressions extraction (2.2.3), we per-
form correlation analysis (2.2.4) and we do prediction analysis (2.2.5).



2.2.1 Video Collection

The video collection used for our study contained 127 profile videos of 127 par-
ticipants of the Miss World 2013 contest. They were downloaded from YouTube and
obtained using the query "Miss World 2013 - Profile Video -" followed by the country
name. Each of the video sequences contains a reasonably standardised presentation
of a contestant, who presents herself by providing rather similar personal informa-
tion and by motivating her reason to join the Miss World competition. Throughout
the video, the contestants are facing the camera so that their expressions are clearly
visible. All video sequences were encoded in the Motion Picture Experts Group
Layer-4 (MPEG-4) format with a resolution of 1920 < 1080 pixels. The durations of
videos range from 15 to 60 seconds. Figure 2.1 displays six sample frames of the
videos for six contestants of the Miss World 2013 competition. We have chosen the
representatives of the Philippines, the Netherlands and Indonesia, moreover three
other participants of the contest, Miss Hong Kong, Zambia and Lesotho. The aver-
age scores assigned by the judges and the ranks are indicated between parentheses.
For details we refer to the caption under figure 2.1.

Figure 2.1: Sample frames of six contestants of the Miss World 2013 competition. The aver-
age scores assigned by the judges and the ranks are indicated between paren-
theses. From left to right: Miss Philippines (4.81/1), Miss Netherlands (3.78/17),
Miss Indonesia (3.77/19), Miss Hong Kong (2.33/98), Miss Zambia (1.68/125),
and Miss Lesotho (1.66/126).

2.2.2 Measuring Facial Expressions

The average scores were awarded to the contestants by seven professional judges.
The scores were used as measures of their attractiveness. The degree of absolute

agreement of the average assessment was good (intraclass correlation = 0.88 (cf.

McGraw & Wong, 1996)). The judges were representatives of agencies involved in
the Miss World competition. They were instructed to give each contestant a score A,
with a value ranging from 0 to 5. The following verbal labels were associated with
these scores.

no chance at all (A <1)

not impressive (A < 2)

nice candidate (2! A <3)

very good candidate (3! A <4)

extraordinary candidate (4! A <5)
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The scores awarded by the judges were retrieved from the Miss World 2013 web-
site3. Scores were available for all contestants, except for the contestant from China,
which we therefore removed from the collection. Thus, our final data set consisted of
a collection of 126 video sequences and the associated scores of the seven judges. The
scores were averaged over the judges, yielding a single average score per contestant.
Figure 2.2 shows the histogram of the average scores assigned to the contestants.
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Figure 2.2: Distribution of the average attractiveness scores assigned by the 7 judges to the
126 Miss World contestants. The bin widths have been determined automatically
by Matlab to cover the range of scores and to reveal the shape of the distribution.

2.2.3 Automatic Expression Extraction

Frame-based expression estimates were obtained by processing all video sequences
with the Computer Expression Recognition Toolbox (CERT) (Littlewort, Whitehill,
Wu, Fasel et al., 2011). For each frame, CERT generates (amongst others) estimates
for three sets of facial-expression features:

28 facial action units
7 emotional expressions
1 smile detector output

CERT automatically codes facial action units with an accuracy of 80 to 90% (Littlewort,
Whitehill, Wu, Fasel et al., 2011), depending on the quality of the video sequences
and the visibility of the faces. We performed a preliminary evaluation of the accuracy
of CERT on our video sequences on a random subset of video fragments. The CERT
estimates agreed very well with our observation of the expressions.

3 globalbeauties.com/world/judges-scores/ (retrieved 25-9-2013)



CERT was trained on posed and spontaneous emotional expressions using weighted
AU estimates obtained by training a multivariate logistic regression classifier. On the
spontaneous expressions, the average recognition accuracy is almost 80%.

Whereas one of the facial action units, AU12 (Lip Corner Puller), is present in
all smiles, CERT provides a separately trained smile detector. Using a subset of
the 20,000 image GENKI dataset?®, the smile detector obtained a detection accuracy
(2AFC) of 97.9% correct. The intensity (magnitude) of the smile detector was shown
to correlate very well with human estimates of smile intensity (cf. Whitehill, Little-
wort, Fasel, Bartlett & Movellan, 2009).

A frame-based estimate of the average femininity of the contestant is obtained
by using the “Gender” feature of CERT. This estimator generates a positive value
for female faces and a negative value for male faces. The estimator is trained on a
large collection of male and female faces (Littlewort, Whitehill, Wu, Fasel et al., 2011).
The magnitude of the CERT value is proportional to sexual dimorphism (Littlewort,
Whitehill, Wu, Fasel et al., 2011).

The estimated values for all features were averaged per video sequence (contes-
tant), yielding:

28 average facial action unit (AU) estimates,
7 average emotional expression estimates,
a single average smile estimate, and

a single average femininity (AF) estimate.

2.2.4 Correlation

To determine how individual estimates correlate with the attractiveness scores, we
determined the Pearson product-moment correlation of the individual features and
their attractiveness scores. The Pearson product-moment is a measure of the linear
correlation (dependence) between two variables, giving a value between —1 and 1
(both inclusive), where 1 is a perfect positive correlation, 0 is no correlation, and —1
is a perfect negative correlation (cf. Stigler, 1989). A p-value is used as an indica-
tion of statistical significance. In the context of hypothesis testing, a p-value smaller
than 0.05 is taken as a sign that the associated correlation is significant. This p-value
means that the probability of finding a correlation where in fact there is no corre-
lation is less than 1 out of 20. When performing multiple correlation analyses (as
in our experiment), hypothesis testing dictates a corrected p-value to compensate
for the elevated probability of finding a significant outcome. Our goal is to explore
possible associations between facial features and attractiveness, rather than to test
hypotheses. Therefore, we adhere to the p-value of 0.05 as a criterion for detecting
potentially interesting facial features that are associated with attractiveness.

4 http://mplab.ucsd.edu. The MPLab GENKI Database
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2.2.5 Prediction

Preliminary experiments revealed linear regression models to be insufficiently pow-
erful to predict attractiveness scores from the features. Therefore, we resorted to
more powerful nonlinear models. To assess the extent to which facial expressions
support the prediction of attractiveness, we trained Random Decision Forests (RDFs)
for regression (Ho, 1995; Breiman, 2001) using Matlab’s R2014b TreeBagger func-
tion. The main parameter of an RDF is the number of decision trees constituting the
forest. The parameter controls the complexity of the regression models induced from
the data. In our experiments, the number of trees was set to 1,000 which generated
sufficiently complex models for prediction. The RDF algorithm contains a random
component. Hence, we replicated each prediction experiment 100 times and aver-
aged the prediction accuracy yielding an (average) Mean Squared Error (MSE).

As stated in subsection 2.1.2, the automatic analysis of facial expressions requires
a formalisation of facial movements. By using CERT, which estimates AU intensi-
ties, we rely on formalised facial movements. To determine the contribution of three
types of facial expressions (i.e., facial action unit expressions, smiling expressions,
and emotional expressions), three machine learning experiments were performed. In
each experiment the attractiveness was predicted using the facial expression type
features in two ways: (1) separately and (2) together with the femininity feature. In
all three experiments, we decided (see the introduction of subsection 2.1.2) that the
prediction accuracy obtained by measuring the type of facial expressions together
with sexual dimorphism should serve as a reference. In this manner we were able
to determine to what extent each of the three facial-expression types contribute to
the prediction performance both with and without the established static feature of
femininity. To estimate the generalisation performance, we employed a Leaving-One-
Out (LOO) cross validation procedure. By this procedure 126 separate training and
testing runs are performed, each time with a different test set containing a single
Miss World candidate, and a training set containing the remaining 125 Miss World
candidates. For each run the mean squared error of the estimated and true value of
A is computed. The average MSE is the estimate of the generalisation performance.
As a baseline, the MSEmean is computed as obtained by a classifier that predicts the
mean attractiveness score for each instance. This baseline represents the prediction
accuracy obtained by guessing the attractiveness of each contestant to be equal to the
average attractiveness judgement score. Prediction accuracies of the RDF should ex-
ceed the baseline accuracy to be meaningful. Exceeding the "guessing” performance
indicates that the model induced by the classifier supports a relation between the
facial action units and attractiveness.

2.3 experimental results

The results are presented in two parts: the correlation results (2.3.1), followed by the
prediction results (2.3.2). In subsection 2.3.3 we assess the contribution of the facial
expression features.



2.3.1 Correlation Results

The correlation results are presented in three parts. In part A, the correlation of av-
erage femininity (an established measure of static attractiveness) with attractiveness
is presented. In part B, the correlations of individual facial features are presented. In
the part C, the correlation results are summarised.

A Average femininity correlated with attractiveness

The correlation analysis of average femininity revealed that it correlates weakly with
the attractiveness judgement score (r = .271, p = 0.0022). Although the correlation is
weak, this finding confirms our expectation that the relative assessment of the attrac-
tiveness of very beautiful women (Miss World contestants) do not differ from those
of a random (more representative) sample of females. Also for very beautiful women,
sexual dimorphism correlates with attractiveness. The scatter plot in Figure 2.3 rep-
resents each contestant as a point with two coordinates:; average attractiveness score
(horizontal axis) and average femininity (vertical axis). The dashed line is the best
fitting regression line through the points. Although the correlation is not as strong
as generally found for a random sample of females (cf. Rhodes, 2006), the correlation
indicates that even within our biased sample of highly attractive females, femininity
is still associated with attractiveness.
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Figure 2.3: lllustration of the correlation between average attractiveness and average femi-
ninity. The dashed line represents the regression line. Each circle represents a
Miss World contestant.

B: Correlation of individual facial features

The correlations for individual features provide a coarse indication of which ele-
ments of facial expressions (action units) may be associated with attractiveness. Ta-
ble 2.2 lists the results of the correlation analysis for facial expressions. The first
column specifies the facial expression feature. The second column shows the correla-
tion value (r), and the third column lists the p-values. Entries with a p-value smaller
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than 0.05 are printed in boldface. The rows in the table list the correlations for the
facial expression features in three parts: (1) the facial action units (AU), (2) the smile
detector, and (3) the emotional expressions. Of the facial action unit features, action
units 10 (Lip Raise), 12 (Lip Corner Pull), 6 (Cheek Raise), 26 (Jaw Drop), and 28
(Lips Suck), correlate with attractiveness according to the p < 0.05 criterion. For the
emotional expressions, the facial expression of disgust correlates negatively with at-
tractiveness, whereas the expression of joy yields a positive correlation. These results
indicate that action units associated with the lower part of the face (mouth, cheeks,
jaws) correlate with attractiveness assessments and that (as to be expected) happy
expressions contribute to attractiveness, whereas expressions of disgust do so in a
negative manner.

C: Summary of correlation results

In summary, our correlation analysis revealed the following three results: (1) average
femininity is weakly and positively correlated with attractiveness, (2) movements of
the lower part of the face correlate positively with attractiveness, and (3) positive
and negative emotional expressions correlate positively and negatively with attrac-
tiveness, respectively.

2.3.2 Prediction Results

The prediction results reflect the ability of (1) expression features and (2) their com-
binations to predict attractiveness ratings of previously unseen facial expressions.

Table 2.3 lists the baseline performances for the mean classifier (the classifier that
always returns the average attractiveness score as a prediction) and the performance
obtained by training the classifier on the average femininity score only. We found
MSEnmean = 0.524 and MSEarF = 0.532. When a prediction error is smaller than that
of the mean classifier, it acquired a model that relates facial expression cues to attrac-
tiveness. However, the prediction error for the classifier trained on average femininity
only, MSEagF, is larger than that of the mean classifier, indicating that, in isolation,
the average femininity does not lead to meaningful predictions. Table 2.4 lists the
prediction error (mean squared error) for (1) facial action units, MSEactionuUnits;
for (2) smiling, MSEsmiie, and for (3) emotional expressions, MSEgmotional- The
table lists the prediction errors obtained without and with the average femininity
(AF) feature. By comparing the prediction results with the baseline (MSEmean), We
see that in the column without AF, none of the classifiers perform better than the clas-
sifier baseline. In combination with AF, the classifier trained on action units and on
a smile, do outperform the baseline. The classifier trained an emotional expression
is not assumed to outperform the baseline.

Figure 2.4 shows box-whisker plots representing the distribution of MSEs based
on 100 replications for the different input features: Average Femininity (AF), Action
Units (AUs), Smile, and Emotional Expressions (Emo). Combinations of features are
represented by a + sign. The horizontal dashed line represents MSEmean, the per-
formance obtained with the mean classifier. The AUs+AF feature combination yields
the best performance (lowest average MSE value). The second-best performance is



Table 2.2: Correlations (r) and associated p-values (p) of average facial expression features
and attractiveness ratings. Correlations with p-values smaller than 0.05 are printed

in boldface.
Expression features r p
AU 1 (Inner Brow Raise) -0.134 0.14
AU 2 (Outer Brow Raise) -0.0992 0.27
AU 4 (Brow Lower) -0.0509 0.57
AU 5 (Eye Widen) 0.0202 0.82
AU 6 (Cheek Raise) 0.191 Q032
AU 7 (Lids Tight) 0.115 0.20
AU 9 (Nose Wrinkle) -0.035 0.70
AU 10 (Lip Raise) -0.188 Q035
AU 12 (Lip Corner Pull) 0.234 Q0085
AU 14 (Dimpler) 0.169  0.058
AU 15 (Lip Corner Depressor) -0.147 0.10
AU 17 (Chin Raise) -0.114 0.20
AU 18 (Lip Pucker) -0.0931 0.30
AU 20 (Lip Stretch) 0.143 0.11
AU 23 (Lip Tightener) -0.108 0.23
AU 24 (Lip Presser) 0.0193 0.83
AU 25 (Lips Part) 0.102 0.25
AU 26 (Jaw Drop) 0.184 Q039
AU 28 (Lips Suck) 0.177 Q047
AU 45 (Blink/Eye Closure) 0.104 0.25
Fear Brow (1+2+4) 0.0177 0.84
Distress Brow (1, 1+4) -0.0916 0.31
AU 10 Left 0.0256 0.78
AU 12 Left 0.049 0.59
AU 14 Left 0.0614 0.49
AU 10 Right -0.00383 0.97
AU 12 Right 0.0329 0.71
AU 14 Right 0.0957 0.29
Smile Detector 0.0272 0.76
Joy (Happiness) 0.228 Q010
Sad (Sadness) -0.0755 0.40
Surprise -0.139 0.12
Fear 0.0267 0.76
Anger -0.0949 0.29
Disgust -0.183 Q040
Contempt 0.0639 0.48

obtained by the AF+smile feature combination which just outperforms the mean
classifier (dashed line). The AUs and AF+Emo features perform at the baseline and
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Table 2.3: Baseline performances for mean classifier (MSEmean) and for average femininity

(MSEaF).
avg (sd)
MSEmean 0.524
MSEar 0.542 (0.024)

Table 2.4: Average RDF prediction results.

without AF  with AF
MSEactionunits 0.524 (0.015)  0.505 (0.023)
MSEsmile 0.658 (0.015) 0.526 (0.018)
MSEgEmotional 0.595 (0.024) 0.512 (0.021)

therefore do not contribute to the prediction. All other features perform worse than
the baseline.

The results show that for the biased sample of very attractive women, facial expres-
sions alone (as measured by facial action units), do not contribute to the prediction of
attractiveness. Their prediction error is not lower than the prediction error obtained
with the mean classifier, which acts as the guessing baseline.

Taking the comments above into consideration, we arrive at the following three re-
sults.

1. In combination with the static feature of sexual dimorphism (average feminin-
ity), facial expressions do contribute to the prediction of attractiveness. The
prediction error is lower than the prediction error of the mean classifier.

2. Albeit to a lesser extent, also smiling expressions contribute to prediction in
combination also with average femininity.

3. Emotional expressions do not contribute to prediction.

2.3.3 Contribution of Facial Expression Features

The contribution of each facial feature to the prediction can be assessed by means of
a feature importance measure that is part of Matlab’s R2014b TreeBagger function
(Breiman, 2001). For each feature, the feature importance represents the increase in
prediction error if the feature would be excluded. The higher the importance of a
given feature, the larger the impact of removing that feature.

We determined the feature importance for the features in the best-performing AUs
+ AF feature combination, to determine the individual contribution of the constituent
action units. The results are displayed in Figure 2.5, showing the features (action
units and AF) with a positive feature importance. In the figure, we see the feature
importances in the AUs+AF condition. The labels on the x-axis represent, from left
to right, the action units (numbers 1-45), the Fear Brow (FB), Distress Brow (DB), the
unilaterals on the left side of the face (10L,12L,14L), the unilaterals on the right side
of the face (10R,12R,14R), and AF (Average Femininity). For each feature, the relative
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Figure 2.4: Leaving-One-Out performance (Mean Squared Error) obtained with Random
Decision Forests. The box-plots represent the distributions of performances ob-
tained for 100 replications. The input features are: Average Femininity (AF),
Action Units (AUs), Smile, and Emotional Expressions (Emo). Combinations
of features are represented by a + sign. The horizontal dashed line represents
MSEmean, the performance obtained with the mean classifier.

height of the bar indicates its relative importance for prediction, i.e., the increase in

error if the feature is omitted. The most important feature is the Average Femininity

(AF; outer right bar). The most important action units (AUs) in order of decreasing

importance are: AU 23 (Lip Tightener), AU 28 (Lips Suck), and AU 24 (Lip Presser).
We arrive at the following two results.

1. Average Femininity is the most important feature for predicting attractiveness.

2. Dynamic facial expressions associated with the lips support the prediction of
attractiveness.
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Figure 2.5: Bar plot illustrating the feature importance of the facial expression features (ac-
tion units). for prediction in the AUs+AF condition. Labels on the x-axis repre-
sent action units (suffixes L and R represent unilaterals), FB = Fear Brow, DB =
Distress Brow, and AF = Average Femininity.

2.4 discussions and limitations

We have performed a correlation analysis and a prediction analysis of the facial ex-
pressions of beautiful women. On the basis of the computational analysis we may
conclude that when combined with sexual dimorphism, facial expressions contribute
to the prediction of female facial attractiveness. Moreover, from our further observa-
tions, we may conclude that the impact of dynamic facial expressions depends on the
static attractiveness as expressed by sexual dimorphism (femininity). Our discussion
will consist of four parts. In 2.4.1, we compare the results of the correlation analysis
with those reported on static images (cf. Whitehill & Movellan, 2008). In 2.4.2, we
discuss the importance of lip-related action units. In 2.4.3, we discuss the role of
smiling dynamics in attractiveness ratings. In 2.4.4, we consider three limitations of
our study. We complete the chapter (in 2.4.5) by answering RQ1 and by providing
three recommendations for further research.

24.1 Comparison Correlation Analysis with Static Images

When comparing the results of our correlation analysis to the results by Whitehill
and Movellan (2008), who performed an analysis of attractive facial expressions in
still images, two differences and one similarity are observed. First, Whitehill and
Movellan reported significant negative correlations for action units 4 (Brow Low-
erer), 9 (Nose Wrinkler), and 17 (Chin Raise). Although the correlation values we
obtained for these three action units were also negative, they were associated with
very low p-values. Since these action units are associated in both cases with nega-



tive expressions, it is likely that Miss World candidates are trained to suppress the
activation of the constituent action units. Second, the only action unit reported by
Whitehill and Movellan to contribute positively to attractiveness, was action unit 5
(Eye Widen/Upper Lid Raiser). Again, our correlation result for this action unit is
also positive, but with a small p-value. Also in this case the explanation may be
that the candidates are trained to suppress the associated action unit, because it may
represent an explicit signal to elicit some sexual arousal in the observer (Whitehill
& Movellan, 2008). Third, the similarity between our research and that by Whitehill
and Movellan (2008) regards the detection of a smile. Our smile detector does not
correlate to attractiveness ratings, the same holds for Whitehill and Movellan (2008).
However, there was a clear difference since we trained with a dataset of dynamic
faces while they trained with a data set of static faces. Our provisional conclusion is
that the detection of a smile is not dependent of faces being dynamically recorded
or statically recorded.

2.4.2 The Importance of Lip-related Action Units

Both the correlation and prediction analyses showed the importance of the lips in
dynamic facial expressions of attractiveness. In a rather recent computational anal-
ysis of static faces, Mu (2013) found the eye and nose to have a high aesthetic rel-
evance. The importance of the dynamics of lips may be associated with speech or
with non-speech related expressions. Additional research is needed to determine the
contribution of speech-related facial expressions to attractiveness.

2.4.3 Smiling, Dynamics and Attractiveness

Whereas Golle et al. (2014) found that attractiveness ratings are strongly influenced
by the intensity of smiling, our results indicate a more subtle effect of smiling. This
is probably due to the fact that all females in our sample are smiling. Miss World
contestants may have been instructed to smile at the judges to enhance their appar-
ent attractiveness. As a consequence, smiling may have been a weak cue for attrac-
tiveness in our sample. This is reflected in the absence of a correlation for the smile
detector output with attractiveness. However, the subtle pulling of the lip corners (as
measured by AU 12) does show a significant correlation with attractiveness. Also for
the prediction of attractiveness, smiling combined with average femininity did con-
tribute to the prediction of attractiveness suggesting that there is some information
in the smiling behaviour of the contestants that helps to predict their attractiveness
scores. Possibly, also the duration of smiling may affect attractiveness (cf. Krumhuber
& Kappas, 2005).

2.4.4 Three Limitations

In what follows, we discuss three limitations of our study: (A) the biased sample
of females considered, (B) the biased sample of judges considered, and (C) the mea-
surement of facial expressions.
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A: The biased sample of females considered. Obviously, Miss World contestants are not
representative of the general female population. In terms of attractiveness, they pop-
ulate the right tail of the female attractiveness distribution, (see, e.g., F. Chen, Xu &
Zhang, 2014). As a consequence, our findings are not expected to generalise to the
general female population. Any effect of facial expression on attractiveness is likely
to be smaller for our biased sample of beautiful women than for a random sample
of females. The average difference in attractiveness of the Miss World contestants
is much smaller than the average difference in attractiveness of arbitrary women. It
seems likely that specific facial expressions that affect the attractiveness ratings of
very beautiful women, also affect the attractiveness of less beautiful women. How-
ever, our results suggest that the effect of facial expressions is conditional on static
attractiveness as measured by sexual dimorphism. Either this conditional effect of ex-
pressions does also apply in the general case, or the effect is exclusive for very beau-
tiful women. Computational analyses of the dynamic facial expressions of randomly
selected females are needed to determine which of the two possibilities applies.

B: The biased sample of assessors involved. As stated in subsection 2.2.2, the attrac-
tiveness ratings were obtained by averaging over the ratings of seven professional
assessors. Although the intraclass correlation was very good, signalling a large de-
gree of agreement between the judges, the professional ratings may differ from those
of the general population. It may be the case that the professional raters based their
assessment on more than facial attractiveness only. Their attractiveness scores may
reflect other factors, such as, overall impression, posture, clothing and vocal attrac-
tiveness. A study by Nguyen et al. (2012) established that female attractiveness was
conveyed by multiple modalities of cues, i.e., face, dressing and/or voice as modal-
ity predictors. Hence, scores based on population votes or on non-expert judges may
offer a differently biased (less biased) measure of attractiveness ratings. As a related
concern, it is remarked that the demographics of the jury members (gender, country
of origin, and age) may have affected the attractiveness ratings. However, scientifi-
cally measuring the impact of these biases falls in my opinion beyond our study. Yet,
to give the reader an impression on the sources of the biases, we have listed three
potential sources, viz. Country, Beauty Agency and Occupation of the seven judges
(see table B.2 in appendix B).

C: The measurement of facial expressions. A final limitation concerns the way we mea-
sured facial expressions. The automatic coding software delivers noisy estimates for
facial action units and other facial features at the level of individual frames. We have
averaged these estimates over the entire video sequence. The advantage of the av-
eraging is that it leads to robust estimates of the average presence of action units.
However, the averaging may obscure facial expressions that happen at a short tem-
poral scale.

A further important consideration concerns the validity of our measurements.
Are we really measuring facial expressions? The procedure employed averages over
frame-based estimates of AUs. Collectively, the AU estimates provide information



about the facial appearance, because a person’s expressions are tightly related to her
physical appearance (see Kashyap, Tulyakov & Govindaraju, 2012). Averaging the fa-
cial appearance information over multiple frames, as we do in our experiments, may
result in a better estimate of the facial expressions apart from improving the mea-
surements of facial expressions. As such, the observed enhancement in predicting
accuracy associated with facial expressions may be partly or completely attributable
to facial appearance cues rather than to facial expression cues. The validity of the
averaging procedure will be the subject of Chapter 4.

245 Answer to RQ1

Notwithstanding these limitations, we may answer RQ1: To what extent do facial expres-
sions contribute to the attractiveness ratings in relation to femininity? The answer reads as
follows. Facial expressions contribute to attractiveness ratings but only when consid-
ered in combination with sexual dimorphism (femininity). Our findings show that
facial expressions, when considered in combination with femininity contribute to
attractiveness. On average, facial expressions in combination with femininity con-
tribute to attractiveness. This implies that for an individual female pageant, the com-
bination of facial expressions and femininity makes a difference on average.

Inspired by these results, we recommend that future research should aim at the in-
vestigation of the following three research topics: (1) investigating the attractiveness
ratings of males, (2) investigating the contribution of speech and lip dynamics, and
(3) investigating the temporal microstructure of attractive facial expressions.
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STATIC AND DYNAMIC CUES TO MALE
ATTRACTIVENESS

Facial appearance has been claimed to be the most important component of physical
attractiveness (cf. Currie & Little, 2009). Most studies on facial attractiveness have
relied on attractiveness judged from photographs rather than from video clips (cf.
Main, DeBruine, Little & Jones, 2010; Scott & Penton-Voak, 2011). Only a few studies
combined images and video sequences as stimuli (see Rubenstein, 2005; Rhodes et
al., 2011; Koscinski, 2013). This chapter is a survey study. The focus is on behavioural
and computational findings of static and dynamic male attractiveness. The analyses
will be performed on short video sequences, so-called thin slices. Very brief encoun-
ters with persons have been found to allow for accurate and reliable assessments of
their traits or qualities (cf. Ambady et al., 2000). Such thin-slice encounters enable
human assessors to make split-second decisions on the suitability or capabilities of
individuals. Our research question for this chapter reads as follows.

RQ2: To what extent do thin slices of dynamic facial expressions contribute to the attractive-
ness of males?

To answer this question, we focus on two-sub questions.
RQ2a: To what extent do the attractiveness ratings differ for static and dynamic male faces?

RQ2b: What static and dynamic characteristics of male faces predict the attractiveness rat-
ings?

RQ2a will be addressed by means of a survey study in which participants are
instructed to rate the attractiveness of images and short video sequences (thin slices)
of males. RQ2b will be addressed through computational analyses of the static and
dynamic stimuli used in the experiment.

The chapter is organised as follows. Section 3.1 discusses the three main visual
cues of male attractiveness. Then, section 3.2 reviews previous behavioural findings
on the relative contribution of static and dynamic facial information. Section 3.3 de-
scribes the research method for the survey study (addressing RQ2a) and specifies the
video collection and the statistical and computational analyses. Section 3.4 provides
the result of the survey study and answers RQ?2a. Section 3.5 describes the research
method for the computational analyses (addressing RQ2b) by describing the dataset,
landmark extraction and computational procedure. In section 3.6 the results of com-
putational study are presented and the answer to RQ2b is given. Then, section 3.7
provides a general discussion on the results. Finally, section 3.8 answers RQ2
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3.1 three visual cues of male attractiveness

In previous work, three visual cues to male attractiveness have been discovered: sym-
metry, averageness, and masculinity (for an overview of the development, see Gram-
mer & Thornhill, 1994; Pantic & Rothkrantz, 2000; Komori, Kawamura & lIshihara,
2009). We briefly discuss each of these three cues below.

Faces that have a horizontal symmetry are generally rated as more attractive than
those that do not (cf. Perrett et al., 1999). Symmetry may signal an individual’s ge-
netic quality in defence against parasites (Fink & Penton-Voak, 2002). Symmetry also
possesses other cues to good health. Highly symmetric faces are assessed as being
more attractive, healthier and more physically fit than their low-symmetry counter-
parts (cf. Penton-Voak et al., 2001).

The second cue is averageness. An average face, obtained by averaging over a num-
ber of different faces, is typically assessed to be more attractive than a non-averaged
face (see Komori et al., 2009). Persons with average faces are assessed to be more
healthy (see Rhodes et al., 2001). The more similar an individual face is with respect
to the average face, the more attractive it becomes.

The third cue is masculinity. Male faces that score high on masculinity are assessed
to be more attractive than those that score low on masculinity (see Grammer &
Thornhill, 1994). Examples of facial traits of masculinity are large jaws and promi-
nent eyebrows (see Folstad & Karter, 1992).

The evidence supporting these three cues in relation to attractiveness prompt us
to focus on their analyses.

3.2 static and dynamic cues to attractiveness

The visual cues of symmetry, averageness and masculinity can all be assessed from
static images of frontal faces. Assuming that these cues are sufficient to determine the
attractiveness of males, presenting participants with either images or videos of male
faces is likely to result in the same attractiveness ratings. In case facial dynamics pro-
vide additional cues that affect the attractiveness in a way that differs from the static
cues, this may give rise to different attractiveness ratings. In previous work, three
studies focussed on the relationship between attractiveness assessments of static and
dynamic faces (cf. Rubenstein, 2005; Rhodes et al., 2011; Koéscifiski, 2013). Below, we
will review these three studies. Here, we remark that the studies differ in (1) the
gender of assessors (female or male) and (2) the gender of the to-be-assessed models
(female or male). Our focus is on female assessors that assess the attractiveness of
males. However, the static versus dynamic presentation of men to women (our case),
men to men, women to men (chapter 2), and women to women seems to have similar
effects for both genders. Hence, our review includes studies of males and females
assessing either males or females. We are now ready for our comparison.

The first study is by Rubenstein (2005). He found a difference in the evaluation of
dynamic and static images. He conducted two experiments. In the first experiment
he compared the attractiveness ratings of female models (rather than male models)
displayed as a static image or as a 10-second video clip. In the clip, the models read a



text while maintaining a neutral expression. The static image was defined as a single
frame taken from the clip. The assessors consisted of males and females. Half of the
assessors were first provided with 50% of the static models and then with 50% of the
thin slices. For the other half of the assessors, the order was the reversed. The average
attractiveness ratings on a five-point scale for the static and dynamic stimuli differed
slightly: 2.87 (SD = 0.95) and 2.94 (SD = 0.92), respectively. The correlation of the
ratings assigned to the same models presented in static and dynamic format was
quite low (r = 0.19), suggesting a clear difference between attractiveness assessments
for both formats. In the second experiment, Rubenstein examined how ratings of the
emotional expression related to attractiveness. He found that the valency of emotion
is a relevant cue in the dynamic format, but it was not a stimulus in the static format.
Moreover, positive emotions were strongly related to attractiveness for dynamic faces
(r = 0.48), but not for static ones (r = 0.11).

The second study is by Rhodes et al. (2011). In contrast to Rubenstein (2005),
Rhodes et al. (2011) found no difference in the evaluation of the attractiveness of
static and dynamic faces. Their study used 10-second video sequences of males,
rather than females, performing the following actions: (i) rotating the head from
left to right with a neutral expression, (ii) facing the camera with a neutral expres-
sion while counting from 7 to 13, and (iii) smile. In addition, static images taken
from the video showed the male face looking directly at the camera with a neutral
expression. The assessors were all females. The results revealed a high correlation
(r = 0.83) between the attractiveness assessments of the static and dynamic faces.
The average ten-point scale ratings for the still images and videos were the same:
4.1 (SD = 1.1 and 1.2, respectively). Rhodes et al. (2011) argued that assessors were
able to quickly create a robust assessment about the attractiveness from a single im-
age only. The addition of dynamic information did not seem to contribute to the
attractiveness assessments.

The third study is by Koscinski (2013). He found further evidence for the indication
that dynamic information does not contribute to assessments of attractiveness. He
conducted an extensive experiment using images and videos of 220 (115 female and
105 male) models. The static stimuli consisted of frontal faces of male and female
actors with neutral expressions. For the dynamic stimuli, the models were instructed
to act as if they encountered an attractive person of the opposite sex. The length
of the videos varied from about 2 to 7.5 seconds. Again, a high correlation was
obtained between the attractiveness ratings for static and dynamic stimuli (r = 0.7).
The average attractiveness expressed by seven-point ratings given by females were
for static stimuli 2.78 (SD = 0.86) and for dynamic stimuli 3.28 (SD = 0.78). When
given by males these ratings equalled 2.86 (0.26) and 3.15 (0.76).

The main point of disagreement between Rubenstein on the one hand and Rhodes
and Koécinski on the other hand concerns the correlation of attractiveness ratings for
static and dynamic stimuli. Rubenstein finds a low correlation, whereas Rhodes and
Koscinski report a high correlation. The difference between the findings of Ruben-
stein and Rhodes may be caused by the fact that Rubenstein employed female mod-
els that were assessed by males and females, whereas Rhodes used male models
assessed by female assessors. Maybe, the assessment of female models depends on
the presentation model (static versus dynamic). However, if that would be the case,
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Koscinski would have found different results for the assessment of male and female.
So, in the end there is no agreement. This question can therefore be coined as an
open question.

In the general case, there is less disagreement among the three studies regard-
ing the absolute difference between the attractiveness ratings for static and dynamic
faces. Rhodes et al. (2011) report no difference between the average ratings for both
formats, whereas Rubenstein and Koécinski find a higher rating for video sequences.
In summary, there is some conflicting evidence regarding the correlation of attractive-
ness ratings for static and dynamic stimuli that cannot be explained by the gender
of the to-be-assessed model.

Our survey study aims at determining (1) the correlation between static and dy-
namic male faces and (2) their absolute ratings for attractive males in the somewhat
more natural setting of Mister World self-presentation videos. Subsequently, our com-
putational study aims at determining (3) which type of dynamic information in the
facial stimuli predicts the attractiveness ratings (cf. Xiong & Torre, 2013). To this end
we analyse the dynamics of the landmark configurations. In addition, we examine
the dynamics of head pose in terms of the dynamic cues: yaw, pitch and roll.

3.3 research method survey study

This section describes the methods used for performing the survey study (addressing
RQ2a). The survey study has a between-subjects design in which the two formats of
facial stimuli are counter-balanced. Attractiveness ratings for the static and dynamic
stimuli were collected via an online survey.

Below, we describe (A) the participants (who act as assessor), (B) the stimuli, and
(C) the experimental procedure.

A Participants

Female participants were invited to participate in the survey study through a mes-
sage distributed via social media. In total, 365 participants accepted the invitation
(average age = 21.3 years, SD = 4.20). They were assigned to one of two counter-
balanced versions of the survey (see procedure under C). Version 1 was completed
by 93 respondents and version 2 by 102 respondents. The remaining participants (170
in total) either did not complete the survey or were males. In passing we remark that
the use of social media for surveys has its limitations. For instance, the low partic-
ipation rate and volunteer bias could have affected the outcome of the survey (cf.
Fenner et al., 2012). A more important observation is that the time spent to assess
static pictures is (usually)less than the time spent to assess dynamic pictures (i.e.,
2 minutes on average for assessing static images versus 10 minutes on average for
dynamic images).

B: Static and Dynamic Stimuli

The stimuli for the experiment (i.e., the video collection and the picture selection)
were obtained from www.youtube.com. In total 46 profile videos were obtained of Mis-
ter World pageant 2014 contestants. The dynamic stimuli consisted of the initial 10



Figure 3.1: Sample frames of six contestants of the Mister World 2014 competition. From left
to right: Mister Denmark, Mister Nigeria, Mister Curacao, Mister India, Mister
Netherlands, and Mister Ukraine.

seconds of the video, corresponding to 300 frames per video. These short sequences
contain reasonably standardised presentations of the contestants, who present them-
selves by providing some personal information and by motivating their reason to join
the Mister World competition. Throughout the video, the contestants were facing 