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The error-components model (ECM) is probably the most frequently used approach to analyze panel data in econometrics. When the panel is incomplete, which is the rule rather than the exception when the data come from large-scale surveys, standard estimation methods cannot be applied. We first discuss estimation in the fixed-effects analogue of the ECM, and then present two estimators (quadratic unbiased and maximum likelihood) for the ECM. Some simulation results are given to assess finite-sample properties and computational burden of the various methods.

1. Introduction

Analysis of panel data (i.e., time series of cross-sections) by means of the error-components model (ECM) has attracted a lot of attention in econometrics; see, e.g., Balestra and Nerlove (1966), Wallace and Hussain (1969), Nerlove (1971a, b), Mazodier (1972), Fuller and Battese (1974), Taylor (1977), Mazodier (1978), Baltagi (1981), Wansbeek and Kapteyn (1982), and Dielman (1983). The recent monograph by Hsiao (1986) presents an excellent overview. A problem that often occurs in practice, but which is by and large ignored in the literature, is the phenomenon of missing observations, i.e., not all cross-sectional units are observed during all time periods. If that occurs, we have what we will call an incomplete panel or incomplete data. Note that we use the word 'incomplete' to denote the absence of all information for a certain cross-section unit for a certain time period, and not to be the absence of information on some variables only.

*Detailed and helpful comments from two anonymous referees are gratefully acknowledged. We thank Anton Markink and Paul Flapper for their expert programming support, Brent Moulton and Theo Nijman for their comments on an earlier version, and Jaap Verhees for checking the many algebraic manipulations.

In their pioneering study, Balestra and Nerlove (1966) analyzed panel data where the cross-section units were states of the USA, the time periods being years. The data set was constructed by the authors from existing sources and in such a context incompleteness in the above sense will not be a major concern. However, with the growing attention for micro-data in econometrics, data are increasingly obtained from large-scale surveys and there incompleteness will be the rule rather than the exception. For example, individuals may disappear from a panel after a few waves because they refuse to cooperate any longer, because they leave the household that is participating in the panel, or by death. Moreover, incompleteness may in fact be part of a sample design in which part of a panel is replaced by new units in each wave (rotating panels). The advantage of such a design is that it eases the task of respondents, thereby reducing attrition from the panel. Since attrition generally causes selection bias [see, e.g., Hausman and Wise (1977)], which can only be remedied by means of fairly elaborate and computationally costly models, a sample design which minimizes attrition is of practical interest.

The absence of some observations makes most of the results obtained in the error-components literature inapplicable. A solution was suggested by Fuller and Battese (1974), in which a dummy exogenous variable is added to the set of regressors for each missing observation. After this amendment of the data set, the usual methods can be applied. In many practical cases, however, this means that hundreds of regressors have to be added. This is clearly computationally impractical and an alternative is called for.

Biorn (1981) seems to be the first to discuss error-components models with missing observations. He discusses maximum-likelihood (ML) estimation in the case where a fixed proportion of the sample is replaced with each new wave, and does not allow for observations that may be missing randomly. He writes down the likelihood of this model, but then observes that it involves both the inverse and the determinant of the error-covariance matrix. Given the size of this matrix in practice, ML estimation without further provisions does not seem to be of practical value. Hence, he concentrates on the special case where at each wave exactly half of the sample is replaced and where there is no time-specific effect. Then, the inverse and the determinant can be worked out rather easily. Baltagi (1985) studies some aspects of the error-covariance matrix for a general ‘missing pattern’ in a model without time-specific effects.

In this paper we will first consider the relatively simple case where the effects (pertaining to the cross-section units and to the time periods) are fixed rather than random, as in the ECM. This case is dealt with in section 2. These results are of interest in themselves and are used, after section 3 where some basic aspects of the random-effects model are discussed, in section 4 as a starting point for deriving quadratic unbiased estimators in the (random-effects) ECM. Section 5 discusses ML estimation of the ECM. Section 6 contains some simulation results, and section 7 concludes. Some of the more
technical points are relegated to appendices; the subject of incomplete panels is closely related to the topic of 'unbalanced data' in the ANOVA literature, from which it is well-known that the results are invariably rather messy.

For clarity, it must be emphasized that some interesting problems lie outside the scope of the present paper. We only consider the single-equation model, and do not look at SUR-type or simultaneous equations. The only role that 'time' plays in the ECM is via the (supposedly independent) time-specific effects and we do not look at lagged endogenous variables or a more sophisticated modelling of the time component in the error structure; nor do we go into the problems caused by selective nonresponse. For all these extensions, we first need the basic apparatus given in the present paper.

2. The fixed-effects model

Consider the following regression model:

\[ y_{ht} = \alpha_h + \gamma_t + x_{ht}' \beta + u_{ht}, \]  

where \( h \) \((h = 1, \ldots, H)\) denotes, say, households, and \( t \) \((t = 1, \ldots, T)\), say, years; \( x_{ht} \) is a \( k \)-vector of explanatory variables; and \( \beta \) a \( k \)-vector of parameters. The error term \( u_{ht} \) has the usual 'classical' properties: its variance is \( \sigma^2 \); \( \alpha_h \) and \( \gamma_t \) are fixed constants. Therefore, we will sometimes refer to this model as the 'fixed-effects' (FE) model. When we have a complete panel, i.e., all households \( h \) are observed for all years \( t \), it is well-known that OLS in (2.1) is equivalent to OLS in the transformed model

\[ y_{ht} - y_{h.} - y_{.t} + y_{..} = (x_{ht} - x_{h.} - x_{.t} + x_{..})' \beta + e_{ht}, \]  

where a dot in the place of an index denotes the average over that index. A way to prove this result is to first write (2.1) in vector format,

\[ y = (I_T \otimes I_H) \alpha + (I_T \otimes \iota_H) \gamma + X\beta + u. \]  

Note that we have ordered the observations such that the data on the \( H \) households are ordered in \( T \) consecutive sets; the index \( t \) 'runs slowly' and the index \( h \) 'runs fast'. In (2.3), it is simple to show that the projector perpendicular to the regressors corresponding to the household and time effects, viz. \((I_T \otimes I_H, I_T \otimes \iota_H)\), is given by \( E_T \otimes E_H \), where \( E_T = I_T - T^{-1} \iota_T \iota_T' / T \) and \( E_H \) is defined analogously. Moreover, it is rather straightforward to see that application of this projector to both sides of (2.1) effectuates the transformation shown in (2.2).

When we have incomplete data, these simple projection and transformation results no longer hold. We will now derive the corresponding more general results for the incomplete case.
Let \( N_t (N_t \leq H) \) be the number of observed households in year \( t \). Let \( N = \sum t N_t \). Let \( D_t \) be the \((N \times H)\) matrix obtained from the \((H \times H)\) identity matrix from which rows corresponding to households not observed in year \( t \) have been omitted, and consider

\[
Z = \begin{pmatrix}
Z_1 & Z_2 \\
\frac{N \times H}{N \times T} & \frac{N \times H}{N \times T}
\end{pmatrix} = \begin{bmatrix}
D_1 & D_1 t_H \\
\vdots & \vdots \\
D_T & D_T t_H
\end{bmatrix}.
\] (2.4)

The matrix \( Z \) gives the dummy-variable structure for the incomplete-data model. (For complete data, \( Z_1 = t_H \otimes I_H, \ Z_2 = I_T \otimes t_H \).)

Next, let

\[
\Delta_H = Z_1' Z_1, \quad \Delta_T = Z_2' Z_2, \quad A = Z_2' Z_1,
\] (2.5)

where \( \Delta_H \) is the diagonal \((H \times H)\) matrix with \( h \)th element indicating the number of years for which the \( h \)th household has been observed; \( \Delta_T \) is the diagonal \((T \times T)\) matrix with \( t \)th element the number of observations in year \( t \); and \( A \) is the \((T \times H)\) matrix of zeros and ones indicating the absence or presence of a household in a certain year. (For complete data, \( \Delta_H = T \cdot I_H, \ \Delta_T = H \cdot I_T, \text{ and } A = t_T t_H \).) Further define

\[
\bar{Z} = Z_2 - Z_1 \Delta_H^{-1} A' \quad [=(I_N - Z_1(\Delta_H^{-1} Z_1') Z_2)], \quad (2.6)
\]

\[
Q = \Delta_T - A \Delta_H^{-1} A' \quad [= Z_2' \bar{Z}]. \quad (2.7)
\]

In the complete data case, \( Q = H \cdot E_T \). In the incomplete data case, \( Q \) has no specific structure. If each household is observed at least twice (and \( H \geq T \)), \( \text{rank}(Q) = T - 1 \). In order to avoid unnecessary complications, we assume in this section that this condition holds. (If a certain household is observed only once, it conveys no useful information as we then have the case of a single observation with its own dummy variable.)

Now consider the following matrix:

\[
P = P_1 - P_2 = (I_N - Z_1 \Delta_H^{-1} Z_1') - \bar{Z} Q^{-} \bar{Z}'. \quad (2.8)
\]

Lemma. \( P \) is the projection matrix onto the null-space of \( Z \).

Proof. The proof is in three steps:

(i) \( P \) is idempotent: \( Z_1' \bar{Z} = 0 \) [clear from (2.6)], \( \bar{Z}' \bar{Z} = Z_2' \bar{Z} = Q \). As \( \bar{Z} Q^{-} Q^{-} Q^{-} = \bar{Z} \), \( P_2 = \bar{Z} Q^{-} Q^{-} = \bar{Z} Q^{-} \bar{Z} = P_2 \). Also, \( P_1^2 = P_1 \) and \( P_1 P_2 = P_2 P_1 = P_2 \). So \( P^2 = P_1^2 + P_2^2 - P_1 P_2 - P_2 P_1 = P_1 - P_2 = P \).
(ii) \( PZ = 0 \): \( PZ = P_1(Z_1, Z_2) - P_2(Z_1, Z_2) = (0, \bar{Z}) - (0, \bar{Z}Q^{-}Q) = 0 \).

(iii) \( \text{rank}(P) + \text{rank}(Z) = N \) :
\[
\text{rank}(P) = \text{tr}(P) = \text{tr}(P_1) - \text{tr}(P_2) = (N - H) - \text{tr}(Q^{-}Z'\bar{Z}) = (N - H) - \text{tr}(Q^{-}Q) = (N - H) - (T - 1);
\]
\[
\text{rank}(Z) = H + T - 1.
\]

Together, (i), (ii), and (iii) prove the lemma [e.g., Balestra (1973, lemma 9)]. Q.E.D.

So, \( P \) generalizes the expression \( E_T \otimes E_H \) to the incomplete-data model. Note that there is an asymmetry in the way that we deal with both dimensions (households and years): \( P \) contains the generalized inverse of the \((T \times T)\) matrix \( Q \) for which no closed-form expression is available in general. Alternatively, we could have derived an expression for \( P \) that contains the inverse of an analogous \((H \times H)\) matrix, but as \( H \gg T \) in most practical situations, our choice is the most favorable one from the point of view of computation. The asymmetry and its inherent lack of elegance is the kind of uncomeliness that one has to face when dealing with incomplete or unbalanced data.

How to use \( P \)? We will give the generalization of the transformation given in (2.2). Let \( v(N \times 1) \) denote a vector of variables occurring in the regression equation; in (2.3), \( v = y \) or \( v \) is a column of \( X \). We are interested in the form of \( Pv \). Let

\[
\phi_1 = Z_1 v \quad (H \times 1)
\]

and

\[
\phi_2 = Z_2 v \quad (T \times 1)
\]

denote the sum of elements of \( v \) over years and households, respectively, and let

\[
\phi = Q^{-}Zv = Q^{-}(\phi_2 - A\Delta_H^{-1}\phi_1).
\]

(The choice of generalized inverse is arbitrary.) Now

\[
Pv = v - Z_1\Delta_H^{-1}Z_1 v - \bar{Z}Q^{-}\bar{Z}v = v - Z_1\Delta_H^{-1}\phi_1 - Z\phi.
\]

In scalar format this reads as

\[
(Pv)_{th} = v_{th} - \frac{1}{\delta_h} \phi_{1h} + \frac{1}{\delta_h} a_h \phi - \bar{\phi},
\]

with \( a_h \) the \( h \)th column of \( A \) and \( \delta_h \) the \( h \)th diagonal element of \( \Delta_H \). So, OLS on data from an incomplete panel with fixed year and household effects
amounts to OLS in a model without these effects when the variables have been transformed according to (2.13). Then using a standard regression package for the transformed data one should not forget to adjust the standard errors and the $R^2$ printed by the program for the loss of degrees of freedom. When there are $k$ 'true' regressors (apart from the dummies), the printed standard errors should be multiplied by $((N - k)/(N - H - T + 1 - k))^1$. Analogously, the OLS residual variance estimate printed by the program should be multiplied by $(N - k)/(N - H - T + 1 - k)$ to obtain an unbiased estimate of $\sigma^2$.

3. The random-effects model

In the usual ECM formulation the $\alpha_h$ and $\gamma_t$ in (2.1) are i.i.d. random variables with mean zero, mutually independent and independent of the $x_{ht}$ and $u_{ht}$. Let $\sigma^2$ be the variance of $u_{ht}$, then the covariance matrix of the composite error term $\varepsilon_{ht} \equiv u_{ht} + \alpha_h + \gamma_t$ is

$$\Omega = \sigma^2 I_N + \sigma_1^2 Z^T_1 Z_1' + \sigma_2^2 Z^T_2 Z_2', \quad (3.1)$$

with

$$\sigma_1^2 \equiv \text{var}(\alpha_h), \quad \sigma_2^2 \equiv \text{var}(\gamma_t).$$

For any sort of efficient estimation of the parameter vector $\beta$ we need an expression for the inverse of $\Omega$. This is given by the following:

Lemma.

$$\sigma^2 \Omega^{-1} = V - VZ_2 \tilde{Q}^{-1}Z_2'V, \quad (3.2)$$

where

$$V \equiv I_N - Z_1 \tilde{\Delta}^{-1}_{II} Z_1' \quad (N \times N), \quad (3.3)$$

$$\tilde{Q} \equiv \tilde{\Delta}_T - A \tilde{\Delta}^{-1}_{II} A' \quad (T \times T), \quad (3.4)$$

$$\tilde{\Delta}_{II} \equiv \Delta_{II} + \frac{\sigma^2}{\sigma_1^2} I_{II} \quad (H \times H), \quad (3.5)$$

$$\tilde{\Delta}_T \equiv \Delta_T + \frac{\sigma^2}{\sigma_2^2} I_T \quad (T \times T). \quad (3.6)$$
Proof.

\[ Z_1'VZ_2 = \Delta_T - A\tilde{\Delta}^{-1}_H A' = \tilde{Q} - \frac{\sigma^2}{\sigma^2} I_T, \]  

(3.7)

so

\[ \tilde{Q} - Z_1'VZ_2 = \frac{\sigma^2}{\sigma^2} I_T. \]  

(3.8)

From (3.3),

\[ V^{-1} = I_N + Z_1(\tilde{\Delta}_H - Z'_1Z_1)^{-1}Z'_1 \]

\[ = I_N + Z_1(\tilde{\Delta}_H - \Delta_H)^{-1}Z'_1 \]

\[ = I_N + \frac{\sigma^1_2}{\sigma^2} Z_1Z'_1, \]  

(3.9)

so inverting the expression in (3.2) yields

\[ (V - VZ_2\tilde{Q}^{-1}Z_2'V)^{-1} = V^{-1} + Z_2(\tilde{Q} - Z_2'VZ_2)^{-1}Z_2' \]

\[ = I_N + \frac{\sigma^2_1}{\sigma^2} Z_1Z'_1 + \frac{\sigma^2_2}{\sigma^2} Z_2Z'_2 \]

\[ = \sigma^{-2} \Omega. \]  

Q.E.D.

The expression for $\Omega^{-1}$ is somewhat messy and is asymmetric in households and years. In contrast with the complete-data case, no closed-form expression for $\Omega^{-1}$ (or for the eigenvalues and eigenvectors) can be given in general. This is only possible for some very specific and 'neat' patterns of missing data. However, for practical purposes the expression for $\Omega^{-1}$ is quite useful as compared to the situation where $\Omega$ is inverted numerically. The aspect of main interest is the computational complexity, i.e., the number of computations, and hence the computing time, as a function of the number of observations. In our case, where $T$ typically is a small number and $N$ and $H$ are large, we are interested in the computing time of the GLS estimator of the regression coefficients in terms of $N$ and $H$, and take $T$ to be a constant.

We can make the following observations. The computation of $\hat{\beta}$ involves a constant number of evaluations of the type $f'\Omega^{-1}g$, with $f$ and $g$ being
N-vectors \((f\) and \(g\) may be one of the various regressors or the regressand). This, in its turn, involves a constant number of evaluations of the type \(f'Vg\) [cf. (3.2)], where \(f\) and \(g\) now also comprise the columns of \(Z_2^T\). Now, \(f'Vg = f'g - f'Z_1\bar{\Delta}_\mu^{-1}Z_1'g\); \(f'g\) can be computed in \(O(N)\) time and \(f'Z_1\bar{\Delta}_\mu^{-1}Z_1'g\) in \(O(H)\) time [at least, when the elements of \(f\) and \(g\) are displayed in a \((T \times H)\) matrix, then \(f'Z_1\) and \(Z_1'g\) are simply the \(H\)-vector of column totals, computable in \(O(H)\) time]. If the structure of \(\Omega\) would not have been exploited, \(\Omega\) would have to be inverted numerically, which requires in principle \(O(H^3)\) time. (The latter statement neglects recent developments in complexity theory, which allow for a reduction of the exponent 3 to a somewhat lower figure. Up until now, this development has theoretical significance only.)

The implication of the above is that the expressions used in inverting \(\Omega\) may look a little deterring, but that they enable efficient computation (viz. computing time linear in \(H\)) of the GLS estimator of the regression coefficients.

4. Quadratic estimators of the variance components

Statistically efficient estimation of the ECM can take place along two lines. One is to use ML (see section 5). The other is to estimate the variance components \((\sigma^2, \sigma_i^2, \text{and } \sigma_2^2)\) by a quadratic unbiased estimation method (QUE; below the E in QUE can also stand for estimator) and to estimate the regression coefficients by GLS with these estimates inserted in \(\Omega\). In this section we derive QUE's for \(\sigma_i^2\) and \(\sigma_2^2\). The estimator for \(\sigma^2\) from the FE model is unbiased under RE assumptions as well, so we concentrate on \(\sigma_i^2\) and \(\sigma_2^2\).

An intuitively appealing approach to derive QUE's for \(\sigma_i^2\) and \(\sigma_2^2\) is to estimate the (FE) model and to use the FE residuals, averaged over households or averaged over years, as the basic ingredients. By residuals we mean in the present context the residuals with respect to the \(X\)-part of the FE model, not those with respect to all regressors (\(X\) and \(Z\)); the latter are not informative about \(\sigma_i^2\) and \(\sigma_2^2\) as the variation of interest is projected out.

We first assume that \(X\) does not contain a vector of ones. Let \(e\) be the \(N\)-vector of FE residuals, i.e., \(e = y - Xb\) with \(b\) the FE estimate of \(\beta\), and let

\[
q_H = e'Z_2\Delta_T^{-1}Z_2'e, \quad (4.1)
\]

\[
q_T = e'Z_1\Delta_\mu^{-1}Z_1'e, \quad (4.2)
\]

\[
k_H = \text{tr} \left( X'PX \right)^{-1}X'Z_2\Delta_T^{-1}Z_2'X, \quad (4.3)
\]

\[
k_T = \text{tr} \left( X'PX \right)^{-1}X'Z_1\Delta_\mu^{-1}Z_1'X. \quad (4.4)
\]
Lemma.

\[ E(q_H) = (T + k_H)\sigma^2 + T\sigma_1^2 + N\sigma_2^2, \]  
\[ E(q_T) = (H + k_T)\sigma^2 + N\sigma_1^2 + H\sigma_2^2. \]

Proof. We first prove (4.5). Let

\[ M = I_N - X(X'PX)^{-1}X'P, \]  
then by definition \( e = My = Me. \) As \( PZ_1 = 0 \) and \( PZ_2 = 0, \) \( P\Omega = \sigma^2P, \) so

\[ M\Omega = \Omega - \sigma^2X(X'PX)^{-1}X'P, \]  
\[ M\Omega M' = \Omega - \sigma^2X(X'PX)^{-1}X'P - \sigma^2PX(X'PX)^{-1}X' \]
\[ + \sigma^2X(X'PX)^{-1}X', \]  
\[ Z_2'M\Omega M'Z_2 = Z_2'M\Omega Z_2 + \sigma^2Z_2'X(X'PX)^{-1}X'Z_2 \]
\[ = \sigma^2\Delta_T + \sigma_1^2AA' + \sigma_2^2\Delta_T + \sigma_2^2Z_2'X(X'PX)^{-1}X'Z_2. \]

Using (4.10) and \( \text{tr}(\Delta_T^{-1}AA') = T, \)

\[ E(q_H) = E(e'Z_2\Delta_T^{-1}Z_2'e) \]
\[ = \text{tr} E(\Delta_T^{-1}Z_2'Mee'M'Z_2) \]
\[ = \text{tr}(\Delta_T^{-1}Z_2'M\Omega M'Z_2) \]
\[ = \text{tr}\left(\sigma^2I_T + \sigma_1^2\Delta_T^{-1}AA' + \sigma_2^2\Delta_T + \sigma_2^2\Delta_T^{-1}Z_2'X(X'PX)^{-1}X'Z_2\right) \]
\[ = (T + k_H)\sigma^2 + T\sigma_1^2 + N\sigma_2^2. \]

The proof of (4.6) is analogous. Q.E.D.

We obtain QUE's for \( \sigma_1^2 \) and \( \sigma_2^2 \) when solving (4.5) and (4.6) for \( \sigma_1^2 \) and \( \sigma_2^2 \) and using an unbiased estimator for \( \sigma^2. \) The latter may be based on

\[ E(e'Pe) = \sigma^2(N - T - H + 1 - k), \]  
i.e., the estimator of \( \sigma^2 \) in the FE model.
So far, we have assumed that \( X \) does not contain a vector of ones. When, in addition to \( X \), there is an intercept \( \delta \) in the regression, we have

\[
e = My = Mt_N \delta + M \varepsilon = t_N \delta + \varepsilon
\]  

(cf. the line below (4.7)), so in that case we will use the centered residuals \( f = E_N e \) rather than \( e \). Computing the expectation of the redefined \( q_H \) and \( q_T \) (with \( f \) substituted for \( e \)) is essentially the same but is more complicated. See appendix A for results.

When the effects \( \alpha_i \) and \( \gamma_i \) are normally distributed, explicit expressions for the variance of the \( \text{QUE's} \) of \( \sigma^2_1 \) and \( \sigma^2_2 \) can be derived. This is indicated in appendix B.

### 5. ML estimation and the information matrix

For complete data, ML estimation in error-components models has been studied by Amemiya (1971). Applying the general results obtained by Magnus (1978), the first-order conditions for ML estimation of \( \beta \) and the parameters in \( \Omega \) are

\[
\hat{\beta} = \left( X' \hat{\Omega}^{-1} X \right)^{-1} X' \hat{\Omega}^{-1} y,
\]

\[
\text{tr}(\hat{\Omega}_\theta^{-1} \Omega) = e' \hat{\Omega}_\theta^{-1} e, \quad \theta = \sigma^2, \sigma^1, \text{ or } \sigma^2,
\]

with \( e = y - X \hat{\beta} \) and \( \Omega_\theta^{-1} \) being the derivative of \( \Omega^{-1} \) with respect to \( \theta \). In appendix C, it is shown that

\[
\Omega_{\alpha_1}^{-1} = \sigma^{-2} \left\{ -\Omega^{-1} + \sigma_1^{-2} R \tilde{\alpha}_H^{-2} R' + \sigma_2^{-2} V Z_2 \tilde{Q}^{-2} Z_2' V \right\},
\]

\[
\Omega_{\alpha_2}^{-1} = -\sigma_1^{-4} R \tilde{\alpha}_H^{-2} R',
\]

\[
\Omega_{\alpha_3}^{-1} = -\sigma_2^{-4} V Z_2 \tilde{Q}^{-2} Z_2' V,
\]

with

\[
R = (I_N - V Z_2 \tilde{Q}^{-2} Z_2') Z_1,
\]

and that

\[
\text{tr}(\Omega_{\alpha_1}^{-1} \Omega) = \sigma^{-2} \left\{ -N + p_1 + p_2 \right\},
\]

\[
\text{tr}(\Omega_{\alpha_i}^{-1} \Omega) = -\sigma_i^{-2} p_i, \quad i = 1, 2,
\]

where

\[
p_1 = H - \frac{\sigma^2}{\sigma_1^2} \text{tr}(\tilde{\Delta}_H^{-1} + \tilde{\Delta}_H^{-1} A \tilde{Q}^{-1} A \tilde{\Delta}_H^{-1}),
\]

\[
p_2 = T - \frac{\sigma^2}{\sigma_2^2} \text{tr} \tilde{Q}^{-1}.
\]
A few comments on these results are in order. When complete data are available, there do not exist closed-form expressions for the MLE's of the variance components, and this holds true a fortiori for the incomplete-data case.

Again, the formulae do not look particularly attractive. Yet it is simple to see that all expressions of interest can be computed in $O(H)$ time. [Since the number of iterations is unknown, this does of course not guarantee that the computation of the MLE's until convergence also can be done in $O(H)$ time.]

Both for the purpose of computing asymptotic standard errors of the ML estimators and to test hypotheses it is useful to compute the information matrix. The information matrix is derived in appendix C to be

$$\begin{bmatrix}
X'\Omega^{-1}X & 0 \\
0 & \frac{1}{2}\psi
\end{bmatrix} \quad [(k + 3) \times (k + 3)], \quad (5.11)$$

with

$$\psi = \begin{bmatrix}
\psi_{00} & \psi_{01} & \psi_{02} \\
\psi_{10} & \psi_{11} & \psi_{12} \\
\psi_{20} & \psi_{21} & \psi_{22}
\end{bmatrix}, \quad (5.12)$$

and

$$\psi_{00} = \sigma^{-4} \left( N + q_{11} + q_{22} - 2(p_1 + p_2 - q_{12}) \right), \quad (5.13)$$

$$\psi_{0i} = \psi_{i0} = \sigma^{-2} \sigma_i^{-2} (p_i - q_{ii} - q_{12}), \quad i = 1, 2, \quad (5.14)$$

$$\psi_{ij} = \sigma_i^{-2} \sigma_j^{-2} q_{ij}, \quad i, j = 1, 2, \quad (5.15)$$

$$q_{11} = \text{tr} \left( I_H - \frac{\sigma^2}{\sigma_1^2} (\hat{\Delta}_H^{-1} + \hat{\Delta}_H^{-1} A' \tilde{Q}^{-1} A \hat{\Delta}_H^{-1}) \right)^2, \quad (5.16)$$

$$q_{22} = \text{tr} \left( I_T - \frac{\sigma^2}{\sigma_2^2} \tilde{Q}^{-1} \right)^2, \quad (5.17)$$

$$q_{21} = q_{12} = \frac{\sigma^4}{\sigma_1^2 \sigma_2^2} \text{tr} (\hat{\Delta}_H^{-1} A' \tilde{Q}^{-2} A \hat{\Delta}_H^{-1}). \quad (5.18)$$

All these expressions can be computed in $O(H)$ time.

The problem of estimation with incomplete panels can be considered as a ‘missing-observations’ problem. By ‘missing’ we mean that for some $(h, t)$ pairs both $y_{ht}$ and $x_{ht}$ are not observed. In the context of missing observa-
tions, the EM algorithm for obtaining ML estimates has attracted a lot of attention, recently also in econometrics. Fair's treatment of the Tobit model is possibly the best-known example [Fair (1977)]. In our context the EM approach suggests the following. Choose starting values for the model parameters, and compute the distribution of the 'missing' $y_{ht}$ (with $x_{ht} = 0$ without loss of generality) conditioned on the observed data and the starting values. Next write down the likelihood function for the complete panel (with its nicely structured $\Omega$), take its expectation with respect to the missing $y_{ht}$, and maximize it to obtain new parameter values, etc. As far as we know, the EM algorithm has not yet been elaborated for the ECM with incomplete observations. It could offer a useful alternative to our approach, but a preliminary inspection suggests that working out the EM approach produces a lot of messy algebra, much of the same type as with our approach. This apparently is inherent to the problem at hand.

6. Some simulation results

We consider the following simple version of model (2.1): $\sigma_I^2 = \text{var}(\alpha_h) = 400$, $\sigma_2^2 = \text{var}(\gamma_t) = 25$, $\sigma^2 = \text{var}(u_{ht}) = 25$, $x_{ht} = (1, x'_{ht})'$, $\beta = (\beta_0, \beta_1)' = (25, 2)'$, $H = 100$, $T = 5$. The scalars $x_{ht}$ were generated according to the scheme introduced by Nerlove (1971a, p. 367) and subsequently used by, e.g., Arora (1973), Baltagi (1981), and Heckman (1981):

$$x_{ht} = 0.1t + 0.5x_{h,t-1} + \omega_{ht},$$

with the $\omega_{ht}$ uniform $[-\frac{1}{2}, \frac{1}{2}]$ and $x_{h0} = 5 + 10 \omega_{h0}$. Three cases are considered:

1. No observations are missing: 'complete data'.
2. Each period 20% of the households left in the panel is removed randomly: 'random attrition'.
3. In period 1 we start with 40 households. In period 2, 20 new households are added. In period 3, 20 households remaining from period 1 are removed and 20 new households are added. In period 4, the 20 households still remaining from period 1 are removed and 20 new households are added, etc.: 'rotating panel'.

The $x$ values have been drawn once and are used in all experiments. Given the $x$ values we generated values of $y_{ht}$ according to model (2.1) in each new simulation run. For each case 50 runs are made, all using the same pattern of
Table 1

Computational burden of different estimation methods.*

<table>
<thead>
<tr>
<th>Set up</th>
<th>OLS</th>
<th>GLS</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete data</td>
<td>100</td>
<td>414</td>
<td>2026</td>
</tr>
<tr>
<td>Random attrition</td>
<td>68</td>
<td>333</td>
<td>3296</td>
</tr>
<tr>
<td>Rotating panel</td>
<td>53</td>
<td>297</td>
<td>3663</td>
</tr>
</tbody>
</table>

*In CPU seconds relative to OLS on the complete data. The computing time for ML includes the time required to generate starting values by means of the GLS procedure.

‘missings’ in the ‘random attrition’ case. For the ML estimation we always use the estimates of the two-step GLS procedure as starting values.

Table 1 gives an indication of the average computing time required by the two estimation methods for each case (GLS and ML), plus OLS. It is quite obvious that GLS is a lot cheaper than ML. Furthermore, computation time for GLS decreases if more observations are missing, whereas computation time for ML increases. For complete data (100 households each period) ML requires about 5 times more CPU seconds than GLS. In the rotating panel case (40 or 60 households each period), ML takes about 12 times more CPU seconds than GLS. Of course, the precise magnitude of these figures depend on the particular design matrix chosen.

Table 2 presents means and variances of various estimates obtained in the 50 simulation runs. After each figure, its variance over the 50 runs is given. As to the regression coefficients, it appears that OLS, though unbiased conditional on the \( x_{ht} \), performs badly, and that GLS and ML give nearly identical results, both in terms of point estimates and of sampling variances. The latter are somewhat smaller than those obtained with FE. The sampling variances of \( \beta_1 \) increase over the three cases, which are ordered by a decreasing number of observations, and go markedly up when moving to the ‘rotating panel’ case with its short time series.

Regarding the estimation of the variance components, it is striking that on average the unbiased QUE’s are in all cases at least as close to the true value as the MLE’s, and in a majority of cases much better. If one is interested in the values of the variance components, the results suggest a preference for the QUE’s – iteration does not seem to pay off.

The column ‘variance of GLS estimate’ gives the means of the estimates of the variance of the estimates of \( \sigma_1^2 \), \( \sigma_2^2 \), and \( \sigma^2 \), respectively. Although the variance formulae indicated in appendix B are exact, the estimates actually used are not unbiased, because we have to plug in estimates of \( \sigma_1^2 \), \( \sigma_2^2 \), and \( \sigma^2 \). The ‘variance of the ML estimate’ is based on the information matrix. It turns out that the variance estimates for GLS and ML show some agreement, both between the two and with the corresponding sampling variances, but there are some striking exceptions – variances of variances can be volatile.
### Table 2

Simulation results. *a*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>OLS estimate</th>
<th>FE estimate</th>
<th>GLS estimate</th>
<th>Variance of GLS estimate</th>
<th>ML estimate</th>
<th>Variance of ML estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Complete data</td>
<td></td>
<td>Random attrition (20%)</td>
<td>Rotating panel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_0 )</td>
<td>25</td>
<td>27.5 (139)</td>
<td>0 (0)</td>
<td>26.0 (90.1)</td>
<td>26.0 (92.1)</td>
<td>26.0 (89.6)</td>
<td>26.2 (89.6)</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>2</td>
<td>0.973 (24.2)</td>
<td>1.97 (0.122)</td>
<td>1.95 (0.109)</td>
<td>1.94 (0.168)</td>
<td>1.88 (0.407)</td>
<td>1.88 (0.407)</td>
</tr>
<tr>
<td>( \sigma_1^2 )</td>
<td>1000</td>
<td>389 (109000)</td>
<td>130000 (1.37 \times 10^{11})</td>
<td>311 (69800)</td>
<td>66800 (3.61 \times 10^{10})</td>
<td>312 (70100)</td>
<td>67100 (3.52 \times 10^{10})</td>
</tr>
<tr>
<td>( \sigma_2^2 )</td>
<td>25</td>
<td>25.3 (15.1)</td>
<td>3.00 (199)</td>
<td>25.3 (14.9)</td>
<td>18.9 (22.7)</td>
<td>17.7 (136)</td>
<td>21.7 (64.4)</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>25</td>
<td>24.8 (2.57)</td>
<td>3.12 (0.162)</td>
<td>24.8 (2.57)</td>
<td>3.12 (0.162)</td>
<td>31.7 (139)</td>
<td>14.5 (123)</td>
</tr>
</tbody>
</table>

*Entries are means over 50 simulation runs; numbers in parentheses are corresponding variances.*
7. Concluding remarks

Altogether, missing observations lead to less elegant expressions for estimators, and computer programs are accordingly more complicated. Yet, in terms of computational complexity missing observations do not constitute major problems. In view of the large difference in computational cost, GLS is to be preferred over ML in the ECM. Statistically, ML and GLS do not seem to behave very differently in finite samples. In the ECM, the FE estimator is also a viable alternative. It has a somewhat larger sampling variance, but one has not to make the assumption that the random effects are independent from the regressors, which may be troublesome in many applications.

Appendix A: QUE's in a model with an intercept

When an intercept term is present, we develop the QUE's starting from quadratic functions of the centered residuals:

\[ q_H' = f'Z_2\Delta^{-1}_T Z_2'f, \]

\[ q_T' = f'Z_1\Delta^{-1}_H Z_1'f. \]

In this appendix we evaluate the expectation of \( q_H' \), which makes clear how unbiased estimators of \( \sigma_1^2 \) and \( \sigma_2^2 \) can be constructed. As \( f = E_N e = E_N M e \),

\[ q_H' = \epsilon'M' E_N Z_2\Delta^{-1}_T Z_2'E_N M e \]

and, by elaborating \( E_N \),

\[ E(q_H') = E(q_H) + \epsilon'N Z_2\Delta^{-1}_T Z_2't_N \epsilon'M'M't_N/N^2 \]

\[ - 2\epsilon'N M'\Omega M'Z_2\Delta^{-1}_T Z_2't_N/N. \]

As \( Z_2\Delta^{-1}_T Z_2't_N = \epsilon_N \), this carries over into

\[ E(q_H') = E(q_H) - \epsilon'N M\Omega M't_N/N \]

\[ = E(q_H) - \{ \epsilon'\Omega t_N + \sigma^2\epsilon_N X(X'PX)^{-1}X't_N \}/N \]

\[ = E(q_H) - \sigma^2(1 + k_0) - (\sigma_1^2\lambda_1 + \sigma_2^2\lambda_2)/N, \]

where the second equality is based on (4.9) and \( Z_1\Delta^{-1}_H Z_1't_N = \epsilon_N \) and where in
the last step the following definitions have been used:

\[ k_0 = \iota'_N X (X'PX)^{-1} X'_t \frac{X_t}{N}, \]  

(A.6)

\[ \lambda_1 = \iota'_N Z_1 Z'_t \frac{\sum_{h=1}^H m_h^2}{H} \]  

(A.7)

\[ \lambda_2 = \iota'_N Z_2 Z'_t \frac{\sum_{i=1}^T n_i^2}{T}. \]  

(A.8)

The interpretation of \( m_h \) is that it is the number of times (2 ≤ \( m_h \) ≤ \( T \)) that household \( h \) was in the panel, whereas \( n_i \) (2 ≤ \( n_i \) ≤ \( H \)) denotes the number of households in the panel at time \( t \).

So the presence of an intercept term introduces an adjustment of \( E(q_H) \); see the last line of (A.5). The same adjustment has to be made to \( E(q_T) \).

Appendix B: On the variances of the QUE's

Let again \( \theta \) denote any one of the variance components \( \sigma^2, \sigma_1^2, \) or \( \sigma_2^2 \). Their QUE's can be written as

\[ \hat{\theta} = \epsilon'ME_N WE_N M'\epsilon = f'Wf, \]  

(B.1)

with

\[ W = aP + bZ_1\Delta^{-1}_h Z'_t + cZ_2\Delta^{-1}_T Z'_t. \]  

(B.2)

Here \( a, b, \) and \( c \) are constants that can be chosen such that (B.1)–(B.2) generate the QUE's. According to multivariate normal theory,

\[ \text{var}(\hat{\theta}) = 2 \text{tr}(ME_N WE_N M'\Omega)^2. \]  

(B.3)

Elaborating (B.3) is a tedious affair but is in principle straightforward. We have elaborated and programmed (B.3) to compute the variances of the QUE's in the simulations reported in section 6. Since the formulae for the variances are ugly and do not yield any insights, they are not given here. The formulae are available from the authors on request.

Appendix C: Derivation of results on ML

Let \( \theta \) denote any one of the parameters \( \sigma^2, \sigma_1^2, \) or \( \sigma_2^2 \). Then

\[ \Omega^{-1}_\theta = \sigma^{-2}\left\{ -\sigma^2_\theta \Omega^{-1} + (V - VZ_2\bar{Q}^{-1}Z'_2V)_{\theta} \right\} \]

\[ = \sigma^{-2}\left\{ -\sigma^2_\theta \Omega^{-1} + V_\theta - V_\theta Z_2\bar{Q}^{-1}Z'_2V \right. \]

\[ + VZ_2\bar{Q}^{-1}\bar{Q}_\theta\bar{Q}^{-1}Z'_2V - VZ_2\bar{Q}^{-1}Z'_2V_{\theta}. \]  

(C.1)
There holds
\[ \tilde{Q}_\theta = \tilde{A}_{T} + A \tilde{A}_H^{-1} \tilde{A}_{H}^{-1} A' = \tilde{A}_{T} + Z_2^\prime V_\theta Z_2. \]  
(C.2)

so
\[ VZ_2 \tilde{Q}^{-1} \tilde{Q}_\theta \tilde{Q}^{-1} Z_2^\prime V = VZ_2 \tilde{Q}^{-1} \tilde{A}_{T} \tilde{Q}^{-1} Z_2^\prime V + VZ_2 \tilde{Q}^{-1} Z_2^\prime V_\theta Z_2 \tilde{Q}^{-1} Z_2^\prime V. \]  
(C.3)

Substitution of (C.3) into (C.1) yields
\[ \Omega_\theta^{-1} = \sigma^{-2} \left\{ -\sigma_\theta^2 \Omega^{-1} + (I_N - VZ_2 \tilde{Q}^{-1} Z_2^\prime) V_\theta (I_N - Z_2 \tilde{Q}^{-1} Z_2^\prime V) + VZ_2 \tilde{Q}^{-1} \tilde{A}_{T} \tilde{Q}^{-1} Z_2^\prime V \right\}. \]  
(C.4)

In view of the definition of $V$ [see (3.3)], there holds
\[ V_\theta = Z_1 \tilde{A}_H^{-1} \tilde{A}_{H}^{-1} \tilde{A}_H^{-1} Z_1^\prime. \]  
(C.5)

This expression and the definition of $R$ [see (5.6)] allow for writing (C.4) as
\[ \Omega_\theta^{-1} = \sigma^{-2} \left\{ -\sigma_\theta^2 \Omega^{-1} + R \tilde{A}_H^{-1} \tilde{A}_{H}^{-1} R' + VZ_2 \tilde{Q}^{-1} \tilde{A}_{T} \tilde{Q}^{-1} Z_2^\prime V \right\}. \]  
(C.6)

It remains to substitute for $\sigma_\theta^2$, $\tilde{A}_{T}$, and $\tilde{A}_H$ in order to establish (5.3)-(5.5).

There holds
\[ \tilde{A}_{T} = \sigma_2^{-2} I_T, \quad \tilde{A}_{T} = 0, \quad \tilde{A}_{T} = - \frac{\sigma^2}{\sigma_2^4} I_T, \]  
(C.7)

\[ \tilde{A}_H = \sigma_1^{-2} I_H, \quad \tilde{A}_H = - \frac{\sigma^2}{\sigma_1^4} I_H, \quad \tilde{A}_H = 0, \]  
(C.8)

and this leads to (5.3)-(5.5) directly.

For further results, we need an expression for $\Omega_\theta^{-1} \Omega$. In view of (C.6), this means that we first have to consider $R' \Omega$ and $Z_2^\prime V \Omega$. Now, since
\( V^{-1} = I_N + (\sigma_1/\sigma)^2 Z_1 Z_1' \), \( \Omega = \sigma^2 V^{-1} + \sigma_2^2 Z_2 Z_2' \). Hence

\[
Z_2' V \Omega = Z_2' V (\sigma^2 V^{-1} + \sigma_2^2 Z_2 Z_2')
\]

\[
= \sigma^2 Z_2' + \sigma_2^2 Z_2' V Z_2 Z_2'
\]

\[
= \sigma^2 Z_2' + \sigma_2^2 \left( \tilde{Q} - \frac{\sigma^2}{\sigma_2^2} I_T \right) Z_2'
\]

\[
= \sigma^2 Z_2' + \sigma_2^2 \tilde{Q} Z_2' - \sigma^2 Z_2'
\]

\[
= \sigma_2^2 \tilde{Q} Z_2'
\]

and

\[
R' \Omega = Z_1' (I_N - Z_2 Q^{-1} Z_2' V) \Omega
\]

\[
= Z_1' \Omega - Z_1' Z_2 \tilde{Q}^{-1} Z_2' V \Omega
\]

\[
= Z_1' \Omega - \sigma_1^2 Z_1' Z_2 \tilde{Q}^{-1} \tilde{Q} Z_2'
\]

\[
= \sigma^2 Z_1' + \sigma_2^2 Z_1' Z_2 Z_2' + \sigma_1^2 Z_1' Z_1' Z_1' - \sigma_2^2 Z_1' Z_2 Z_2'
\]

\[
= \sigma^2 Z_1' + \sigma_1^2 \left( \tilde{\Delta} - \frac{\sigma^2}{\sigma_1^2} I_I \right) Z_1'
\]

\[
= \sigma_1^2 \tilde{\Delta} Z_1'.
\]

These expressions, with (5.3)-(5.5), yield

\[
(\partial \Omega^{-1}/\partial \sigma^2) \Omega = \sigma^{-2} \left\{ -I_N + R \tilde{\Delta}^{-1} Z_1' + V Z_2 \tilde{Q}^{-1} Z_2' \right\}, \quad (C.11)
\]

\[
(\partial \Omega^{-1}/\partial \sigma_1^2) \Omega = -\sigma_1^{-2} R \tilde{\Delta}^{-1} Z_1', \quad (C.12)
\]

\[
(\partial \Omega^{-1}/\partial \sigma_2^2) \Omega = -\sigma_2^2 V Z_2 \tilde{Q}^{-1} Z_2'. \quad (C.13)
\]

To verify (5.7) and (5.8) we have to take traces of these expressions. We use
the following facts:

\[
\text{tr}(R \tilde{\Delta}_H^{-1} Z'_1) = \text{tr}(Z'_1 R \tilde{\Delta}_H^{-1})
\]

\[
= \text{tr} Z'_1 (I_N - V Z_2 \tilde{Q}^{-1} Z'_2) Z_1 \tilde{\Delta}_H^{-1}
\]

\[
= \text{tr}(Z'_1 Z_1 - Z'_1 V Z_2 \tilde{Q}^{-1} A) \tilde{\Delta}_H^{-1}
\]

\[
= \text{tr} \left( Z'_1 Z_1 - \frac{\sigma^2}{\sigma^2_1} \tilde{\Delta}_H^{-1} A' \tilde{Q}^{-1} A \right) \tilde{\Delta}_H^{-1}
\]

\[
= \text{tr} \left( \tilde{\Delta}_H - \frac{\sigma^2}{\sigma^2_1} I_H - \frac{\sigma^2}{\sigma^2_1} \tilde{\Delta}_H^{-1} A' \tilde{Q}^{-1} A \tilde{\Delta}_H^{-1} \right)
\]

\[
= H - \frac{\sigma^2}{\sigma^2_1} \text{tr} (\tilde{\Delta}_H^{-1} + \tilde{\Delta}_H^{-1} A' \tilde{Q}^{-1} A \tilde{\Delta}_H^{-1})
\]

\[
= p_1 \quad [\text{cf. (5.9)}].
\]

\[
\text{tr}(V Z_2 \tilde{Q}^{-1} Z'_2) = \text{tr}(Z'_2 V Z_2 \tilde{Q}^{-1})
\]

\[
= \text{tr} \left( \tilde{Q} - \frac{\sigma^2}{\sigma^2_2} I_T \right) \tilde{Q}^{-1}
\]

\[
= T - \frac{\sigma^2}{\sigma^2_2} \text{tr} \tilde{Q}^{-1}
\]

\[
= p_2 \quad [\text{cf. (5.10)}].
\]

This establishes (5.7) and (5.8).

We finally derive the elements of the information matrix (5.12). The element of \( \psi \) [cf. (5.12)] corresponding with parameters \( \theta \) and \( \theta' \), say, is \( \text{tr}(\Omega^{-1}_\theta \Omega^{-1}_{\theta'}) \), and is hence obtained by taking the trace of the product of any two right-hand
sides of (C.11)–(C.13). The following facts are used

\[
\text{tr}
\left(
R \tilde{\Delta}^{-1}_t Z_t \; R \tilde{\Delta}^{-1}_t Z_t^\prime
\right)
= \text{tr}
\left(
I_t - \frac{\sigma^2}{\sigma_t^2} \left( \tilde{\Delta}^{-1}_t + \tilde{\Delta}^{-1}_t A' \tilde{Q}^{-1} A \tilde{\Delta}^{-1}_t \right)
\right)^2
= q_{11} \quad \text{(cf. (5.16))},
\]

\[
\text{tr}
\left(
VZ_2 \tilde{Q}^{-1} Z_t^\prime VZ_2 \tilde{Q}^{-1} Z_t^\prime
\right)
= \text{tr}
\left(
Z_2' VZ_2 \tilde{Q}^{-1}
\right)^2
= \text{tr}
\left(
I_T - \frac{\sigma^2}{\sigma_T^2} \tilde{Q}^{-1}
\right)^2
= q_{22} \quad \text{(cf. (5.17))},
\]

\[
\text{tr}
\left(
VZ_2 \tilde{Q}^{-1} Z_t^\prime R \tilde{\Delta}^{-1}_t Z_t^\prime
\right)
= \text{tr}
\left(
Z_2' VZ_2 \tilde{Q}^{-1} Z_2' R \tilde{\Delta}^{-1}_t
\right)
= \frac{\sigma^4}{\sigma_t^2 \sigma_2^2} \text{tr}
\left(
\tilde{\Delta}^{-1}_t A' \tilde{Q}^{-2} A \tilde{\Delta}^{-1}_t
\right)
= q_{12} \quad \text{(cf. (5.18))},
\]

where the second equality sign in (C.18) is based on

\[
Z_2' R = Z_2' \left( I_N - VZ_2 \tilde{Q}^{-1} Z_2^\prime \right) Z_1
= A - Z_2' VZ_2 \tilde{Q}^{-1} A
= \left( I_T - \left( \tilde{Q} - \frac{\sigma^2}{\sigma_T^2} I_T \right) \tilde{Q}^{-1} \right) A
= \frac{\sigma^2}{\sigma_2^2} \tilde{Q}^{-1} A.
\]

With the aid of (C.16)–(C.18), the elements of the information matrix follow directly.
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