A central limit theorem with applications in regression analysis
van der Genugten, B.B.

Publication date:
1978

Link to publication in Tilburg University Research Portal

Citation for published version (APA):
REEKS "TER DISCUSSIE"
A central limit theorem with applications in regression analysis

B.B. van der Genugten

Faculteit der Economische Wetenschappen
Contents.

1. Introduction ........................................ 1
2. Double sequences of random variables and vectors .... 2
3. Multivariate linear regression with independent errors 14
4. Multivariate linear regression with dependent errors 38
References .................................................. 43
1. Introduction.

This paper deals with a central limit theorem and its applications in regression analysis. A little part of it is a generalization and reformulation of van der Genugten (1977), to which we refer for a discussion of the related work of Eicker (1963^a), (1963^b), (1965), (1966).

In section 2 the basic central limit theorem 2.1. is proved. From this another theorem 2.2, useful in estimating problems, is derived.

In section 3 these results are applied to the multivariate linear model with independent (but not necessarily identically distributed) errors. At first, the OLS-estimator is considered. Its consistency and asymptotic normality are proved (theorem 3.1) under conditions that deal separately with the behaviour of the errors and that of the explanatory variables. Furthermore it is shown that the results maintain to hold if the covariance matrices of the errors are replaced by suitable estimators (theorem 3.3). Secondly, similar results are derived for the GLS-estimator under exactly the same conditions (theorems 3.4 and 3.6). Finally, the analysis is extended to the case of stochastic explanatory variables which are assumed to be independent of the errors.

In section 4 the basic central limit theorem of section 2 is applied to the multivariate linear model with dependent errors, where it is assumed that these errors form a moving average with independent (but not necessarily identically distributed) components. Again the consistency and asymptotic normality of the OLS-estimator is deduced (theorem 4.1).
2. Double sequences of random variables and vectors

We start with the following well-known result:

**Lemma 2.1.** For each \( n = 1, 2, \ldots \) let there be \( j_n \) random variables \( \{\xi_{nj}; \ j = 1, 2, \ldots, j_n\} \) where \( j_n \to \infty \) if \( n \to \infty \), and suppose that for each fixed \( n \) the random variables \( \xi_{n1}, \ldots, \xi_{nj_n} \) are mutually independent with

\[
\text{E}\{\xi_{nj}\} = 0, \quad \sigma_{nj}^2 = \text{V}\{\xi_{nj}\} < \infty \quad \text{and normed in such a way that}
\]

\[
\text{E} \sum_{j=1}^{j_n} \text{V}\{\xi_{nj}\} = 1
\]

If

\[
\text{E} \int_{|x|>\delta} x^2 \, dF_{nj}(x) \to 0, \quad n \to \infty, \quad \text{for all } \delta > 0,
\]

where \( F_{nj} \) denotes the distribution function of \( \xi_{nj} \), then

\[
\max_{1 \leq j \leq j_n} P\{|\xi_{nj}| \geq \varepsilon\} \to 0, \quad n \to \infty, \quad \text{for all } \varepsilon > 0
\]

(2.3)

\[
\text{E} \sum_{j=1}^{j_n} \xi_{nj}^2 \to 1, \quad n \to \infty
\]

(2.4)

\[
\text{E} \sum_{j=1}^{j_n} \xi_{nj} \overset{L}{\to} N(0, 1), \quad n \to \infty
\]

(2.5)

**Proof:** The Lindeberg-Feller theorem (e.g. see Chung (1974), theorem 7.2.1) implies that (2.3), (2.5) follow from (2.1) and (2.2). A part of a special case of a theorem of Raikov (see Gnedenko and Kolmogorov (1954), § 28, theorem 4) gives that (2.4) follows from (2.3) and (2.5). For a more straightforward proof of this lemma see also van der Genugten (1977).

For applications it is often desirable to extend lemma 2.1 to double sequences of random variables containing infinitely many elements.

Consider the double sequence of random variables \( \{\xi_{nj}; \ n = 1, 2, \ldots; \ j = \ldots, -1, 0, 1, \ldots\} \). We suppose that for each fixed
the random variables $\xi_{nj}$, $j = \ldots -1, 0, 1, \ldots$ are mutually independent with
with $E[\xi_{nj}] = 0$, $V[\xi_{nj}] < \infty$ and normed in such a way that $\sum_j V[\xi_{nj}] = 1$.
Then for each $n = 1, 2, \ldots$ the series $\sum_j \xi_{nj}$ converges in mean square and
the sum has expectation 0 and variance 1. Furthermore, the series $\sum_j \xi_{nj}^2$
converges almost sure and this sum has expectation 1.

For such double sequences we have the following extension of
lemma 2.1:

**Lemma 2.2.** If

$$E \int x^2 dF_{nj}(x) \to 0, \quad n \to \infty,$$

where $F_{nj}$ denotes the distribution function of $\xi_{nj}$, then

$$\sup_j P\{|\xi_{nj}| > \epsilon\} \to 0, \quad n \to \infty$$

$$\sum_j \xi_{nj}^2 \to 1, \quad n \to \infty$$

$$\sum_j \xi_{nj} \to N(0, 1), \quad n \to \infty$$

**Proof.** Let $\sigma_{nj}^2 = V[\xi_{nj}]$. Since for all $\delta > 0$:

$$\sigma_{nj}^2 = \int_{|x|<\delta} x^2 dF_{nj}(x) + \int_{|x|>\delta} x^2 dF_{nj}(x) \leq \delta^2 + \int_{|x|>\delta} x^2 dF_{nj}(x)$$

we have

$$\sup_j \sigma_{nj}^2 \leq \delta^2 + \sup_j \int_{|x|>\delta} x^2 dF_{nj}(x) \leq \delta^2 + \sum_j \int_{|x|>\delta} x^2 dF_{nj}(x).$$

Take $n \to \infty$ and use (2.6). By taking $\delta > 0$ arbitrary small this gives

$$\sup_j \sigma_{nj}^2 \to 0, \quad n \to \infty$$

(2.10)
The relation (2.7) follows from (2.10) and

\[ P\left(\left|\xi_{nj}\right| > \varepsilon\right) \leq \frac{E\left(\xi_{nj}^2\right)}{\varepsilon^2} = \frac{\sigma_{nj}^2}{\varepsilon^2} \]

Let \( \{n\} \) be a sequence of positive integers with \( n \to \infty \).

Then

\[ \tau_n = \sum_{|j| \leq j_n} \frac{1}{n_{nj} \sigma_{nj}^2} \to 0 \quad \text{as} \quad n \to \infty \]

Set \( n_{nj} = \xi_{nj}/\tau_n \) and let \( G_{nj} \) be the distribution function of \( n_{nj} \). Then for \( n \) sufficiently large and all \( \delta > 0 \):

\[ \sum_{|j| \leq j_n} \frac{\sigma_{nj}^2}{\tau_n^2} \int_{|x| > \delta} x^2 \, dG_{nj}(x) = \frac{1}{\tau_n} \sum_{|j| \leq j_n} \int_{|y| > \delta \tau_n} y^2 \, dF_{nj}(y) \leq \sum_{|j| \leq j_n} \int_{|y| > \delta/2} y^2 \, dF_{nj}(y) \to 0 \quad \text{as} \quad n \to \infty \]

by (2.6). Therefore the conditions of lemma (2.1) are fulfilled for the double sequence \( \{n_{nj}, j = -j_n, \ldots, j_n\} \). This gives

\[ \sum_{|j| \leq j_n} n_{nj}^2 \to 1 \quad \text{and} \quad \sum_{|j| \leq j_n} n_{nj}^2 \to \frac{1}{N(0,1)} \]

and therefore also

\[ \sum_{|j| \leq j_n} \xi_{nj}^2 \to 1 \quad \text{and} \quad \sum_{|j| \leq j_n} \xi_{nj}^2 \to \frac{1}{N(0,1)} \]

Since

\[ E\left(\sum_{|j| > j_n} \xi_{nj}^2\right) = V\left(\sum_{|j| > j_n} \xi_{nj}\right) = 1 - \tau_n \to 0 \quad \text{as} \quad n \to \infty \]

we have

\[ \sum_{|j| > j_n} \xi_{nj}^2 \to 0 \quad \text{and} \quad \sum_{|j| > j_n} \xi_{nj} \to 0 \quad \text{as} \quad n \to \infty \]

Combining (2.11) and (2.12) the relations (2.8) and (2.9) follow.
From lemma 2.2 we can derive similar results for double arrays of random vectors $\xi_{n,j} \in \mathbb{R}_k \ (k = 1,2,\ldots)$. Suppose that for each fixed $n$ the random vectors $\xi_{n,j}$, $j = \ldots-1,0,1,\ldots$ are mutually independent with expectation vector $E(\xi_{n,j}) = 0$ and finite covariance matrix $V(\xi_{n,j})$, normed in such a way that $E V(\xi_{n,j}) = I$. Then (element by element) the series $\sum_j \xi_{n,j}$ converges in mean square and the sum has expectation vector 0 and covariance matrix I. Furthermore, (element by element) $E \sum_j \xi_{n,j}^{'} \xi_{n,j}^{''}$ is a.s. absolutely convergent and this sum has expectation matrix I.

For such double sequences of random vectors we have the following extension of lemma 2.2:

Lemma 2.3. If

\[(2.13) \quad \sum_j \int_{|z|\geq \delta} |z|^2 \, dF_{n,j}(z) \to 0, \quad n \to \infty, \quad \text{for all} \ \delta > 0,\]

where $F_{n,j}$ denotes the distribution function of $\xi_{n,j}$, then

\[(2.14) \quad \sup_j \Pr( |\xi_{n,j}| \geq \epsilon) \to 0, \quad n \to \infty, \quad \text{for all} \ \epsilon > 0\]

\[(2.15) \quad \sum_j \xi_{n,j}^{'} \xi_{n,j}^{''} \xrightarrow{P} I, \quad n \to \infty\]

\[(2.16) \quad \sum_j \xi_{n,j}^{'} \xi_{n,j}^{''} \xrightarrow{L} N_k(0,I), \quad n \to \infty\]

Proof: Let $S_k = \{z : |z| = 1\}$ be the unit sphere in $\mathbb{R}_k$. Then $|c'z| \leq |z|$ and $\{z : |c'z| \geq \delta\} \subset \{z : |z| \geq \delta\}$ for all $c \in S_k$ and $\delta > 0$. This gives

\[\int_{|c'z|\geq \delta} |c'z|^2 \, dF_{n,j}(z) \leq \int_{|z|\geq \delta} |z|^2 \, dF_{n,j}(z), \quad c \in S_k\]

and so (2.13) implies

\[(2.17) \quad \sum_j \int_{|c'z|\geq \delta} |c'z|^2 \, dF_{n,j}(z) \to 0, \quad n \to \infty, \quad \text{for all} \ \delta > 0 \quad \text{and} \quad c \in S_k\]
For fixed $c \in S_k$ consider the double array $\{c' \xi_{nj}\}$ of random variables. Then for each fixed $n$ the random variables $c' \xi_{nj}$, $j = -1, 0, 1, \ldots$ are mutually independent with $E(c'\xi_{nj}) = 0$ and

$$E V(c' \xi_{nj}) = c'(E V(\xi_{nj})) c = c'I c = 1$$

Furthermore, if $F_{n_j}(c)$ denotes the distribution function of $c'\xi_{nj}$ then

$$\int_{|c'z| > \delta} |c'z|^2 dF_{n_j}(z) = \int_{|x| > \delta} x^2 dF_{n_j}(x)$$

It follows from (2.17) that theorem 2.2 can be applied to the double sequence $\{c'\xi_{nj}\}$. This gives:

(2.18) $\sup_j P(|c'\xi_{nj}| > \varepsilon) \rightarrow 0$, $n \rightarrow \infty$, for all $\varepsilon > 0$ and $c \in S_k$

(2.19) $c'(E \xi_{nj} \xi'_{nj}) c \overset{P}{\rightarrow} 1$, $n \rightarrow \infty$, for all $c \in S_k$

(2.20) $c'(E \xi_{nj}) \overset{L}{\rightarrow} N(0, 1)$, $n \rightarrow \infty$, for all $c \in S_k$.

Let $c_i = (0, \ldots, 0, 1, 0, \ldots, 0)$ be the unit vector with 1 on the $i^{th}$ place and 0 elsewhere, $i=1, \ldots, k$ then the $i^{th}$ component $\xi_{njj}$ of $\xi_{nj}$ equals $c_i'\xi_{nj}$. With (2.18) this gives

$$\sup_j k \sup_{i=1}^k P(|\xi_{njj}| > \varepsilon / \sqrt{k}) \leq \sum_{i=1}^k \sup_j P(|c_i'\xi_{nj}| > \varepsilon / \sqrt{k}) \rightarrow 0$$

and (2.14) follows.

Furthermore, by taking $c = c_i$ in (2.19) for all $i$ and $c = (c_i + c_1) / \sqrt{2}$ for all $i \neq 1$ it follows that

$$E \xi_{nj}^2 \overset{P}{\rightarrow} 1, \quad \frac{1}{2} E \left(\xi_{nj} + \xi_{nj1}\right)^2 \overset{P}{\rightarrow} 1$$

and this gives
Finally, from (2.20) it easily follows that
\[ c'(\sum_j E_{nj}) \overset{L}{\longrightarrow} N(0, c'Ic), \text{ for all } c \in \mathbb{R}_k \]
and it is well-known that this is equivalent to (2.16).

We will use lemma 2.3 for certain arrays of not-normed random vectors appearing in regression analysis.

For fixed \( k, p = 1, 2, \ldots \), let there be a double array
\[ \{e_{nj}, A_{nj} ; n = 1, 2, \ldots ; j = \ldots -1, 0, 1, \ldots \} \]
of random \( k \)-vector \( e_{nj} \) and \( k \times p \) matrices \( A_{nj} \). We assume that for each fixed \( n \) the random vectors \( e_{nj}, j = \ldots -1, 0, 1, \ldots \), are mutually independent with \( E(e_{nj}) = 0 \) and \( E(e_{nj}^2) = V(e_{nj}) \) exists.

We are interested in the asymptotic distribution of \( \sum_j E_{nj} e_{nj} \) for \( n \to \infty \). Under certain regularity conditions this series converges in mean square. Then the sum has expectation vector 0 and covariance matrix

\[ C_n^2 = \sum_j E_{nj} E_{nj}^T \]

If \( C_n^2 \) is non-singular we can introduce the normed vectors

\[ E_{nj} : = C_n^{-1} A_{nj} e_{nj} \]

Then \( \sum_j E_{nj} \) converges in mean square with

\[ \sum_j E_{nj} = C_n^{-1} \sum_j A_{nj} e_{nj}, \text{ a.s.} \]

For such normed series we can apply theorem 2.3. We want to have our conditions in such a form that they deal separately with the behaviour of the random vectors \( e_{nj} \) and the coefficient matrices \( A_{nj} \).

The distributions of the \( e_{nj} \) are supposed to be comparable with each other. More precisely, we introduce the conditions
\begin{align}
(2.24) & \quad m := \inf_{n,j} \lambda_{\min}(\Sigma_{nj}) > 0 \\
(2.25) & \quad \sup_{n,j} \int_{|z| \geq \delta} |z|^2 \, d G_{nj}(z) \to 0 \, , \quad \delta \to \infty,
\end{align}

where \( G_{nj} \) denotes the distribution function of \( \varepsilon_{nj} \). Note that

\[
\lambda_{\max}(\Sigma_{nj}) \leq \text{tr}(\Sigma_{nj}) = \int |z|^2 \, d G_{nj}(z) \leq \int_{|z| \geq \delta} |z|^2 \, d G_{nj}(z) + \delta^2
\]

and therefore the condition (2.25) implies

(2.26) \quad \lambda_{\max}(\Sigma_{nj}) < \infty

The appropriate rather weak conditions for the coefficient matrices \( A_{nj} \) are

(2.27) \quad \sum_j \text{tr}(A'_{nj} A_{nj}) < \infty

(2.28) \quad \Sigma_n := \sum_j A'_{nj} A_{nj} \quad \text{non-singular for all } n

(2.29) \quad \sup_j \text{tr}(A'_{nj} Z^{-1} A_{nj}) \to 0 \, , \quad n \to \infty

Here, and in what follows, "for all \( n \) sufficiently large" is abbreviated to "for all \( n \)."

Theorem 2.1. If the distributions of the \( \{\varepsilon_{nj}\} \) satisfy (2.24), (2.25) and the coefficient matrices \( \{A_{nj}\} \) the conditions (2.27), (2.28), (2.29), then \( \Sigma A_{nj} \varepsilon_{nj} \) converges in mean square and \( \Sigma_n^2 \) is non-singular for all \( n \), and

(2.30) \quad \Sigma_n^{-1} \Sigma_j A'_{nj} \varepsilon_{nj} \varepsilon_{nj}^t \Sigma_n^{-1} k(0, I) \, , \quad n \to \infty

(2.31) \quad \Sigma_n^{-1} (\Sigma_j A'_{nj} \varepsilon_{nj} \varepsilon_{nj}^t A'_{nj} \Sigma_n^{-1} p(I}
Proof. With (2.24), (2.26) we get:

\[(2.32) \quad 0 < m Z_n \leq C_n^2 \leq M Z_n \]

Hence, \(E \sum_{n} \varepsilon_{nj} \) converges in mean-square and the covariance matrix \(C_n^2\) of this sum is non-singular.

Since (2.15), (2.16) correspond to (2.30), (2.31) we have only to prove that

\[(2.13) \quad \sum_{j} \int_{|z| \geq \delta} |z|^2 \, dF_{nj}(z) \to 0, \quad n \to \infty, \quad \text{for all } \delta > 0,\]

where \(F_{nj}\) is the distribution function of \(\varepsilon_{nj}\).

With (2.22) we get

\[(2.33) \quad \int_{|z| \geq \delta} |z|^2 \, dF_{nj}(z) = \int_{|C_n^{-1} A_{nj} z| \geq \delta} |C_n^{-1} A_{nj} z|^2 \, dG_{nj}(z)\]

and so (2.13) can be replaced by

\[(2.34) \quad a_n := \sum_{j} \int_{|C_n^{-1} A_{nj} z|^2 \geq \delta} dG_{nj}(z) \to 0, \quad n \to \infty, \quad \text{for all } \delta > 0\]

With (2.32) it follows that

\[(2.35) \quad |C_n^{-1} A_{nj} z|^2 = z^t A_{nj}^t C_n^{-2} A_{nj} z \leq \frac{1}{m} z^t A_{nj}^t Z_n^{-1} A_{nj} z \leq \frac{1}{m} |z|^2 \text{tr}(A_{nj}^t Z_n^{-1} A_{nj})\]

Let

\[\rho_n = \sup_{j} \text{tr}(A_{nj}^t Z_n^{-1} A_{nj}),\]

then \(\rho_n \to 0, \quad n \to \infty, \quad \text{because of (2.29)}.\) From (2.35) it follows that

\[(2.36) \quad \sup_{j} |C_n^{-1} A_{nj} z| \leq |z| \sqrt{\frac{\rho_n}{m}}\]
From (2.35), (2.36) we get:

\[(2.37) \quad 0 \leq a_n \leq \frac{1}{m} \sum \frac{\text{tr}(A'_n, Z_n^{-1} A_n)}{\text{tr}(I)} \frac{\int |z|^2 dG_{n,j}(z)}{|z| \geq \delta \sqrt{m/\rho_n}}\]

Note that

\[(2.38) \quad \sum \text{tr}(A'_n, Z_n^{-1} A_n) = \text{tr}(Z_n \sum A_n A_n') = \text{tr}(I) = k\]

Using (2.25) we can for any \( \varepsilon > 0 \) find a \( \delta_0 = \delta_0(\varepsilon) > 0 \) such that

\[\sup_{n,j} \int_{|z| \geq \delta_0} |z|^2 dG_{n_j}(z) \leq \frac{m}{k} \varepsilon\]

Since \( \rho_n \to 0 \) if \( n \to \infty \) we have \( \delta \sqrt{m/\rho_n} \geq \delta_0 \) for all \( n \) sufficiently large. This gives for such \( n \) and all \( j \):

\[(2.39) \quad \int_{|z| \geq \delta \sqrt{m/\rho_n}} |z|^2 dG_{n_j}(z) \leq \sup_{n,j} \int_{|z| \geq \delta_0} |z|^2 dG_{n_j}(z) \leq \frac{m}{k} \varepsilon\]

Combining (2.37), (2.38), (2.39) we see

\[0 \leq a_n \leq \frac{1}{m} \sum \frac{\text{tr}(A'_n, Z_n^{-1} A_n)}{\text{tr}(I)} \frac{\int |z|^2 dG_{n,j}(z)}{|z| \geq \delta \sqrt{m/\rho_n}} = \frac{m}{k} \varepsilon = \varepsilon\]

for all \( n \) sufficiently large, and this proves (2.34).

Remark. In applications it is often desired that

\[(2.40) \quad \sum \frac{A_n}{n_j} \xrightarrow{P} 0, \quad n \to \infty\]

Under this conditions of the theorem and the additional condition

\[(2.41) \quad Z_n \to 0, \quad n \to \infty\]

the relation (2.40) holds. For, (2.32) and (2.41) imply \( C_n^2 \to 0, \quad n \to \infty \), and this in turn implies (2.40).
In applications the coefficient matrices $A_{nj}$ and the covariance matrices $\Sigma_{nj}$ are often replaced by estimators $\hat{A}_{nj}$ and $\hat{\Sigma}_{nj}$. Suppose that

\[
\Sigma_{nj} \hat{A}_{nj} \hat{\Sigma}_{nj} \geq 0, \quad \Sigma_{nj} - \hat{A}_{nj} \hat{\Sigma}_{nj} \geq 0
\]

and

\[
(2.42) \quad \hat{C}_n^2 = \Sigma_{nj} \hat{A}_{nj} \hat{\Sigma}_{nj} \hat{A}_{nj}'
\]

converge in some sense (a.s., in mean or in probability) for all $n$. The corresponding estimator for $C_n$ is given by $\hat{C}_n^2$. We wonder if (2.30) remains true if $C_n$ is replaced by the square root $\hat{C}_n$ of $\hat{C}_n^2$. In general this does not hold. To get simple conditions it is even better to take another decomposition $\tilde{C}_n$ of $\hat{C}_n^2$ satisfying $\tilde{C}_n \tilde{C}_n' = \hat{C}_n^2$.

Let $H_n$ be a non-singular $k \times k$-matrix and define

\[
(2.43) \quad \tilde{C}_n = H_n^{-1} (H_n \hat{C}_n^2 H_n')^{1/2}
\]

Then $\tilde{C}_n \tilde{C}_n' = \hat{C}_n^2$ and we have:

**Theorem 2.2.** Let

\[
(2.44) \quad \inf_n \lambda_{\min}(H_n Z_n H_n') > 0
\]

\[
(2.45) \quad \sup_n \lambda_{\max}(H_n Z_n H_n') < \infty
\]

Under the conditions of theorem 2.1 and the additional conditions

\[
(2.46) \quad \frac{1}{n} \left\{ \Sigma_{nj} (\hat{A}_{nj} - A_{nj}) \epsilon_{nj} \right\} P \Rightarrow 0, \quad n \to \infty
\]

\[
(2.47) \quad \frac{1}{n} \left( \frac{Z_n}{C_n^2} - \frac{1}{Z_n} \right) \frac{1}{C_n^2} P \Rightarrow 0
\]

we have

\[
(2.48) \quad \frac{1}{n} \Sigma_{nj} \hat{A}_{nj} \epsilon_{nj} \overset{L}{\Rightarrow} N_k(0, I)
\]
Proof. From (2.30) and (2.46) we get immediately
\[
C_n^{-1} \sum_{j} A_{nj} \mathbb{E}_{nj} \overset{P}{\to} N_k(0, I)
\]
Set \( G_n^2 = H_n C_n^2 H_n' \), \( G_n^2 = H_n C_n^2 H_n' \) then \( G_n = H_n \tilde{C}_n \) by (2.43). Since
\[
G_n^{-1} = (G_n^{-1} G_n)(G_n^{-1} H_n C_n)C_n^{-1}
\]
\[
(G_n^{-1} H_n C_n)(G_n^{-1} H_n C_n)' = I
\]
the relation (2.48) follows if we can prove that
\[
(2.49) \quad G_n^{-1} \tilde{G}_n \overset{P}{\to} I
\]
From (2.45) it follows that \( H_n Z_n^{1/2} \) is bounded and so with (2.47):
\[
H_n (C_n^2 - C_n^2) H_n' \overset{P}{\to} 0
\]
or
\[
\tilde{G}_n^2 - G_n^2 \overset{P}{\to} 0
\]
or
\[
\tilde{G}_n - G_n \overset{P}{\to} 0
\]
or
\[
G_n (G_n^{-1} \tilde{G}_n - I) \overset{P}{\to} 0
\]
From (2.32) and (2.44) it follows that \( \min_n (G_n) \) is bounded away from zero, or that \( G_n^{-1} \) is bounded. This gives
\[
G_n^{-1} \tilde{G}_n - I \overset{P}{\to} 0,
\]
proving (2.49).
Remark 1). In applications it is often desired that

\[ \sum_{j} A_{nj} \frac{\epsilon}{n^j} \to 0 \]

Under the conditions of the theorem and the additional condition (2.41) the relation (2.50) holds. Since \( C_n \to 0, n \to \infty \), this follows from (2.40) and (2.46).

Remark 2). If we choose

\[ H_n = z_n^{-1/2} \]

then the conditions (2.44), (2.45) are fulfilled.
3. Multivariate linear regression with independent errors

We consider a system of \( p \) linear equations (\( p = 1,2,\ldots \)) in which the explanatory variables may differ from equation to equation. It can be written in the form

\[
(3.1) \quad y_{ti} - x_{ti} \beta_i + \varepsilon_{ti}, \quad t = 1,2,\ldots ; i = 1,\ldots, p.
\]

For time \( t \) and the \( i \)th equation \( y_{ti} \) is the observable random variable with values taken by the \( i \)th dependent variable, \( x_{ti} \) is an observable non-random \( k_i \)-vector of \( k_i \) explanatory variables (\( k_i = 1,2,\ldots \)), \( \beta_i \) a \( k_i \)-vector of regression coefficients and \( \varepsilon_{ti} \) a non-observable random error.

The equations (3.1) can be written in the form

\[
(3.2) \quad y_t = X_t \beta + \varepsilon_t, \quad t = 1,2,\ldots
\]

with

\[
Y_t = \begin{pmatrix} y_{t1} \\ \vdots \\ y_{tp} \end{pmatrix}, \quad \varepsilon_t = \begin{pmatrix} \varepsilon_{t1} \\ \vdots \\ \varepsilon_{tp} \end{pmatrix}, \quad \beta = \begin{pmatrix} \beta_1 \\ \vdots \\ \beta_p \end{pmatrix}, \quad X_t = \begin{pmatrix} x_{t1} & 0 & \cdots & 0 \\ 0 & x_{t2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & x_{tp} \end{pmatrix}
\]

We consider observations belonging to the time period \( \{1,\ldots,n\}, n = 1,2,\ldots \). Let \( k'_i = X_{ni}, X'_{ni} = \{x_{i1},\ldots,x_{in}\}, \)

\( y'(n) = (y'_1,\ldots,y'_n), X'(n) = [X_1,\ldots,X_n], \varepsilon'(n) = (\varepsilon'_1,\ldots,\varepsilon'_n) \). Then for the given time period (3.2) can be written as

\[
(3.3) \quad y(n) = X(n)\beta + \varepsilon(n), \quad n = 1,2,\ldots
\]

Furthermore, let

\[
\left\{ \begin{array}{l}
S_{ni} := X'_{ni} X_{ni} = \sum_{t=1}^{n} x_{ti} x'_{ti} \\
S_n := X'(n) X(n) = \sum_{t=1}^{n} X_t X'_t = \text{diag}(S_{n1},\ldots,S_{np})
\end{array} \right.
\]

(3.4)
Suppose that $e_1, e_2, \ldots$ are mutually independent with $E(e_t) = 0$, $E_t := V(e_t)$ exists for all $t$. Then

$$
E(e(n)) = 0
$$

(3.5)

$$
V(e(n)) = \Sigma(n) := \text{diag}(\Sigma_1, \ldots, \Sigma_n)
$$

Let $G_t$ denote the distribution function of $e_t$.

We are interested in asymptotic normality of the OLS-estimator $b_n$ and the GLS-estimator $\hat{\beta}_n$ for $\beta$.

OLS-estimators

If $S_n$ is non-singular then

$$
b_n = (X'(n)X(n))^{-1} X'(n)e(n) = S_n^{-1} \sum_{t=1}^{n} X_t e_t
$$

(3.6)

$$
V_n := V(b_n) = S_n^{-1} X'(n)e(n)X(n)S_n^{-1} = S_n^{-1} (\sum_{t=1}^{n} X_t X_t')S_n^{-1}
$$

(3.7)

From (3.6) we see that theorem 2.1 can be applied if we take

$$
e_{nt} := e_t \text{ and } A_{nt} := S_n^{-1} X_t, \quad t = 1, \ldots, n
$$

$$
A_{nt} = 0 \quad \text{, elsewhere.}
$$

The conditions (2.24), (2.25) for the distributions of the $\{e_t\}$ become

$$
m := \inf_t \lambda_{\text{min}}(\Sigma_t) > 0
$$

(3.8)

$$
\sup_t \int_{|z| \geq \delta} |z|^2 dG_t(z) \to 0 \quad , \delta \to \infty
$$

(3.9)
and the property (2.26) based on it becomes

\( (3.10) \quad M = \sup_t \lambda_{\text{max}}(L_t) < \infty \)

The explanatory variables \( \{x_{ti}\} \) must have the property that \( S_n \) is non-singular for all \( n \). From (3.4) it follows that this is equivalent to

\( (3.11) \quad r(X_{ni}) = k_i \) for all \( i \) and some \( n \)

From (2.28) we get \( Z_n = S_n^{-1} \). The condition

\( (3.12) \quad \max_{1 \leq t \leq n} x_{ti} S_{ni} x_{ti} \to 0, \quad n \to \infty \), for all \( i \)

is equivalent to

\( (3.13) \quad \max_{1 \leq t \leq n} \text{tr}(X_t' S_n^{-1} X_t) \to 0, \quad n \to \infty \)

This immediately follows from

\[
X_t' S_n^{-1} X_t = \text{diag}(x_{ti} S_{ni}^{-1} x_{ti} ; i = 1, \ldots, p)
\]

The condition (2.29) corresponds to (3.13) and therefore also to (3.12). It should be noted that the condition (3.12) implies (2.41) or equivalently

\( (3.14) \quad S_n^{-1} \to 0, \quad n \to \infty \)

This follows from the lemma 3.1 below:

**Lemma 3.1.** Let \( \{x_t, \ t = 1, 2, \ldots\} \) be a sequence of vectors in \( \mathbb{R}_k \) with
\[
S_n := \sum_{t=1}^n x_t x'_t > 0 \quad \text{for some } n \text{ and let } p = 0, 1, \ldots. \text{ Then we have (for } n \to \infty):\]

\[
\max_{1 \leq t \leq n} x_t' S_n^{-1} x_t \to 0 \Leftrightarrow \begin{cases} S_n^{-1} \to 0, \\ x_{n+p}' S_n^{-1} x_{n+p} \to 0 \end{cases}
\]
Proof.

(*) Take some fixed $c \in \mathbb{R}_k$ and consider $c' S_n^{-1} c$. Since for some $N$ sufficiently large $\rho(S_n) = k$ we can write $c = \sum a_t x_t$ for some $a_1, \ldots, a_N$ not depending on $n$. Then for $n \geq N$:

$$c' S_n^{-1} c = (\sum a_t x_t) S_n^{-1} \left( \sum a_s x_s \right) \leq \sum |a_t a_s| \left| x_t^\top S_n^{-1} x_s \right|$$

$$\leq \left\{ \sum |a_t| \sqrt{x_t^\top S_n^{-1} x_t} \right\} \leq \left\{ \sum |a_t|^2 \right\} \max_{1 \leq t \leq n} x_t^\top S_n^{-1} x_t.$$

Therefore, $c' S_n^{-1} c \to 0$ and since this holds for all $c$ we have $S_n^{-1} \to 0$.

Furthermore, for $p = 1, 2, \ldots$:

$$\max_{1 \leq t \leq n+p} x_t^\top S_n^{-1} x_t \to 0$$

and so

$$\sum_{j=1}^p x_{n+j}^\top S_n^{-1} x_{n+j} \to 0.$$

From

$$S_{n+q} = S_n + \sum_{j=1}^p x_{n+j} x_{n+j}^\top$$

it follows that

$$I = S_n^{-1/2} S_n S_n^{-1/2} + S_n^{-1/2} \sum_{j=1}^p x_{n+j} x_{n+j}^\top S_n^{-1/2} + S_n^{-1/2} \sum_{j=1}^p x_{n+j} x_{n+j}^\top S_n^{-1/2},$$

and with

$$\text{tr}(S_n^{-1/2} \sum_{j=1}^p x_{n+j} x_{n+j}^\top S_n^{-1/2}) = \sum_{j=1}^n x_{n+j}^\top S_n^{-1} x_{n+j}$$

this gives

$$S_{n+p}^{-1/2} S_n S_{n+p}^{-1/2} \to I.$$
Therefore,
\[ S_{n+p}^{1/2} S_n^{-1} S_{n+p}^{1/2} \rightarrow I \]

Since
\[
\sum_{j=1}^{p} x'_{n+j} S_n^{-1} x_{n+j} = \text{tr}(S_n^{-1} \sum_{j=1}^{p} x_{n+j} x'_{n+j}) = \text{tr}(S_n^{-1} (S_{n+p} - S_n)) = \\
= \text{tr}(S_n^{-1} S_{n+p} - I) = \text{tr}((S_n^{-1} - S_{n+p}) S_{n+p}) = \\
= \text{tr}(S_{n+p}^{-1/2} (S_n^{-1} - S_{n+p}) S_{n+p}^{1/2}) = \text{tr}(S_{n+p}^{-1} S_{n+p}^{1/2} - I)
\]

does this gives
\[ \sum_{j=1}^{p} x'_{n+j} S_n^{-1} x_{n+j} \rightarrow 0 \]

or
\[ x'_{n+p} S_n^{-1} x_{n+p} \rightarrow 0, \]

completing the first part of the proof.

(\(\Leftarrow\)): Suppose the assertion is wrong. Then there exist \(\epsilon > 0\) and a sequence \(\{n_m\}\) with \(n_m \rightarrow \infty\) if \(m \rightarrow \infty\) such that for all \(n_m\):
\[
\max_{1 \leq t < n_m} x'_{t} S_n^{-1} x_{t} \geq \epsilon
\]

Let \(\tau_m\) be a value of \(t\) for which the maximum is attained. Then \(\tau_m \leq n_m\) and

\[
\epsilon \leq x'_{\tau_m} S_n^{-1} x_{\tau_m} \leq \|x_{\tau_m}\|^2 \|S_n^{-1}\|
\]

Since \(S_n^{-1} \rightarrow 0\) we have \(\|x_{\tau_m}\| \rightarrow \infty, m \rightarrow \infty\), and therefore also \(\tau_m \rightarrow \infty, m \rightarrow \infty\).
Since $S_{n+1} \geq S_n$ we have $S_{n}^{-1} \leq S_{n-1}^{-1}$ and so

$$x'_{n+p} S_{n-1}^{-1} x_{n+p} \geq x'_{n} S_{n}^{-1} x_{n} \geq \varepsilon,$$

contradicting

$$x'_{n+p} S_{n}^{-1} x_{n+p} + 0.$$

This completes the proof.

Hence we can apply theorem 2.1 and its remark.

**Theorem 3.1.** If the distributions of the $\{e_t\}$ satisfy (3.3), (3.9) and the explanatory variables $\{x_{t1}\}$ the conditions (3.11), (3.12) then

(3.15) $b_n \overset{p}{\to} \beta$, $n \to \infty$

(3.16) $V_n^{-1}(b_n - \beta) \overset{p}{\to} N_k(0,I)$, $n \to \infty$

(3.17) $V_n^{-1}(\sum_{t=1}^{n} X_t e_t e'_t X'_t) V_n^{-1} \overset{p}{\to} I$, $n \to \infty$

Since in general the $\Sigma_t$ are unknown it makes sense in (3.16) to replace them by estimators $\hat{\Sigma}_{nt}$. Since in this case $\hat{A}_n : = \hat{A}_n$ the expressions corresponding to (2.42) and (2.43) are

(3.18) $\hat{\nu}_n = S^{-1}_n (\sum_{t=1}^{n} X_t e'_t X'_t) S^{-1}_n$

(3.19) $\hat{\nu}_n = H^{-1}_n (H_n \hat{\nu}_n H'_n)^{1/2}$

Then from theorem 2.2 we get immediately:

**Theorem 3.2.** Suppose

(3.20) $\inf \lambda \min_{n} (H_n S^{-1}_n H'_n) > 0$
(3.21) \[ \sup_n \lambda_{\max}(H_n S_n^{-1} H_n) < \infty \]

Under the conditions of theorem 3.1 and the additional condition

(3.22) \[ S_n^{-1/2} \{ \sum_{t=1}^{n} X_t (\hat{\Sigma}_{nt} - \Sigma_t) X_t' \} S_n^{-1/2} \xrightarrow{p} 0, \quad n \to \infty \]

we have

(3.23) \[ \tilde{V}_n^{-1} (b_n - \beta) \xrightarrow{d} N_k(0, I) \quad , \quad \sigma \to \infty \]

Remark. The conditions (3.20), (3.21) are satisfied if we choose \( H_n = S_n^{1/2} \).

We will investigate two estimators \( \hat{\Sigma}_{nt} \), both connected with the OLS-residual vector

\[ e(n) = y(n) - X(n) b_n \]

Let

\[ \xi(n) = e(n) - e(n) = X(n) S_n^{-1} X'(n) e(n) \]

denote the difference with the error vector and set \( e(n) = (e_1'(n), \ldots, e_t'(n)) \), \( \xi(n) = (\xi_1'(n), \ldots, \xi_t'(n)) \), then

(3.24) \[ \xi_t(n) = e_t - e_t(n) = X_t S_n^{-1} X'(n) e(n) = X_t S_n^{-1} \sum_{t=1}^{n} X_t' e_t \]

A usual estimator (for the case of identically distributed errors) is

(3.25) \[ \hat{\Sigma}_{nt} = \hat{\Sigma}_n = \frac{1}{n} \sum_{t=1}^{n} e_t(n) e_t'(n) \]

For the behaviour of \( \hat{\Sigma}_n \) the following lemma is useful:

Lemma 3.2. Let \( \Sigma = \frac{1}{n} \sum_{t=1}^{n} \Sigma_t \). If

(3.26) \[ \text{tr} \{ \sum_{t=1}^{n} (\Sigma_t - \hat{\Sigma}_n)^2 \} \text{ is bounded in } n \]
and if (3.12) holds, then

(3.27) \( \frac{\sum_{n}^{} \mathbb{E}_n \cdot \mathbb{P}}{n} \to 0 \quad , \quad n \to \infty \)

Proof. We have

(3.28) \( \frac{\sum_{n}^{} \mathbb{E}_n = \frac{1}{n} \sum_{n}^{} (e_t(n) - e'_t(n)) = A_n + B_n - C_n - C'_n, \)

where

\[
A_n = \frac{1}{n} \sum_{t=1}^{n} (e_t \cdot e'_t - e_t')
\]

\[
B_n = \frac{1}{n} \sum_{t=1}^{n} e_t(n) \cdot e'_t(n)
\]

\[
C_n = \frac{1}{n} \sum_{t=1}^{n} e_t \cdot e'_t(n)
\]

We use theorem 2.1 with \( A_{nt} = \frac{1}{n} I, \ t = 1, \ldots, n. \) Then (2.31) gives

\[
\mathbb{E}_n - 1/2 (\frac{1}{n} \sum_{t=1}^{n} e_t \cdot e'_t) \mathbb{E}_n^{-1/2} \mathbb{E}_n^{-1/2} I \quad , \quad n \to \infty
\]

Since \( \mathbb{E}_n \) is bounded this implies \( A_n \to 0 \) and

\[
D_n = \frac{1}{n} \sum_{t=1}^{n} e_t \cdot e'_t
\]

bounded in probability. From (3.24) we have

(3.29) \( \mathbb{E}(\xi_t(n) \xi'_t(n)) \leq M \cdot X_t S^{-1} X_t \)

and therefore with (3.12):

\[
\mathbb{E}(B_n) \leq M \cdot \max_{1 \leq t \leq n} X_t S^{-1} X_t \to 0 \quad , \quad n \to \infty
\]

Since \( B_n \geq 0 \) this implies \( B_n \to 0. \)

Finally, for \( a, b \in \mathbb{R}_p \) we get with Cauchy-Schwarz:
(a' \ C_n \ b)^2 \leq (a' \ B_n \ a)(b' \ D_n \ b) \xrightarrow{P} 0, \ n \to \infty,

since \ B_n \xrightarrow{P} 0 and \ D_n is bounded in probability. This gives \ C_n \xrightarrow{P} 0. Therefore (3.27) follows from (3.28) and \ A_n, B_n, C_n \xrightarrow{P} 0.

A more remarkable estimator of \ E_t is given by

\begin{equation}
(3.30) \quad \hat{\Sigma}_n t := \hat{\Sigma}_t = e_t(n) e_t'(n)
\end{equation}

The following theorem shows that (3.29) is more easier to work with than (3.25). We have:

**Theorem 3.3.** (conditions of theorem 3.1).

a) Let \ \hat{\Sigma}_n t := \hat{\Sigma}_t be given by (3.30). Then (without further conditions) the relation (3.22) holds.

Hence, if (3.20), (3.21) are satisfied then (3.23) holds.

b) Let \ \hat{\Sigma}_n t := \Sigma_n t be given by (3.25). Then the condition (3.22) holds provided that (3.26) is true. Hence, if (3.20), (3.21), (3.26) are satisfied then (3.23) holds.

**Proof.**

a) Since

\begin{align*}
\hat{\Sigma}_n t - \Sigma_t &= \left(e_t(n) e_t'(n) - \Sigma_t e_t e_t'ight) + \left(e_t e_t' - \Sigma_t\right) \\
&= e_t(n) e_t'(n) - e_t e_t' = \xi_t(n) \xi_t'(n) - \xi_t \xi_t'(n) - \xi_t(n) \xi_t'
\end{align*}

we can write

\begin{equation}
(3.22) \quad S_n^{-1/2} \left( \sum_{t=1}^{n} X_t (\hat{\Sigma}_n t - \Sigma_t) X_t' \right) S_n^{-1/2} = A_n + B_n - C_n - C_n,
\end{equation}

where

\begin{align*}
A_n &= S_n^{-1/2} \left( \sum_{t=1}^{n} X_t (\xi_t(n) \xi_t'(n)) S_n^{-1/2} \\
B_n &= S_n^{-1/2} \left( \sum_{t=1}^{n} X_t (\xi_t(n) \xi_t'(n) X_t') S_n^{-1/2}
\end{align*}
\[ C_n = S_n^{-1/2} \left( \sum_{t=1}^{n} X_t \Sigma_t (n) X_t' \right) S_n^{-1/2} \]

From (3.17) we see that
\[ V_n^{-1} \left( \sum_{t=1}^{n} X_t (\Sigma_t - \Sigma_t') X_t' \right) V_n^{-1} \xrightarrow{P} 0 \]
and since \( S_n^{-1/2} V_n \) is bounded this gives \( A_n \xrightarrow{P} 0 \) and also, since
\[ \text{tr} \left( S_n^{-1/2} (\sum_{t=1}^{n} X_t \Sigma_t X_t') S_n^{-1/2} \right) \leq M k, \]
that
\[ D_n = S_n^{-1/2} (\sum_{t=1}^{n} X_t \Sigma_t X_t') S_n^{-1/2} \]

is bounded in probability. With (3.29) and (3.13):
\[ E(B_n) \leq M \max_{1 \leq t \leq n} X_t \Sigma_t^{-1} X_t, \quad n \to \infty \]
and so \( B_n \xrightarrow{P} 0 \), because of \( B_n \geq 0 \). Finally, for all \( a, b \in \mathbb{R} \) we get
with Cauchy-Schwarz:
\[ (a' C_n b)^2 \leq (a' B_n a)(b' D_n b) \to 0, \quad n \to \infty \]
or \( C_n \xrightarrow{P} 0 \). Therefore (3.22) holds and so part a) is proved.

b) Since
\[ \hat{\Sigma}_n - \Sigma_t = (\hat{\Sigma}_n - \bar{\Sigma}_n) + (\Sigma_n - \Sigma_t) \]

the condition (3.28) holds if
\[ S_n^{-1/2} (\sum_{t=1}^{n} X_t (\bar{\Sigma}_t - \Sigma_t') X_t) S_n^{-1/2} \to 0 \]
\[ S_n^{-1/2} (\sum_{t=1}^{n} X_t (\bar{\Sigma}_t - \bar{\Sigma}_n X_t') S_n^{-1/2} \to 0 \]

At first consider (3.31). The matrix forming the \((i,j)\)th part of this term equals
\[
\begin{aligned}
S_{ni}^{-1/2} \sum_{t=1}^{n} (\bar{\Sigma}_n - \Sigma_t)_{ij} x_{ti} x'_{tj} S_{nj}^{-1/2}
\end{aligned}
\]

For any \(c, d \in \mathbb{R}_k\), we have

\[
|c' S_{ni}^{-1/2} \sum_{t=1}^{n} (\bar{\Sigma}_n - \Sigma_t)_{ij} x_{ti} x'_{tj} S_{nj}^{-1/2} d| \leq
\]

\[
\leq \max_{1 \leq t \leq n} |c' S_{ni}^{-1} x_{ti}| \cdot \max_{1 \leq t \leq n} |d' S_{nj}^{-1/2} x_{tj}| \sum_{t=1}^{n} |(\bar{\Sigma}_n - \Sigma_t)_{ij}|
\]

\[
\leq |c| |d| \left( \max_{1 \leq t \leq n} x_{ti}^{-1} x_{ti} \cdot \max_{1 \leq t \leq n} x_{tj}^{-1/2} x_{tj} \cdot \sum_{t=1}^{n} \text{tr}(\bar{\Sigma}_n - \Sigma_t)^2 \right)^{1/2}.
\]

Hence, with (3.12) and (3.26) we see that (3.31) holds.

Secondly, consider (3.32). The matrix forming the \((i,j)\)th part of this term equals

\[
S_{ni}^{-1/2} \sum_{t=1}^{n} (\bar{\Sigma}_n - \Sigma_t)_{ij} x_{ti} x'_{tj} S_{nj}^{-1/2}
\]

For any \(c, d \in \mathbb{R}_k\), we have with Cauchy-Schwarz:

\[
|c' S_{ni}^{-1/2} \sum_{t=1}^{n} (\bar{\Sigma}_n - \Sigma_t)_{ij} x_{ti} x'_{tj} S_{nj}^{-1/2} d|^2 \leq
\]

\[
\leq |(\bar{\Sigma}_n - \Sigma_t)_{ij}|^2 \sum_{t=1}^{n} (c' S_{ni}^{-1} x_{ti})^2 \cdot \sum_{t=1}^{n} (d' S_{nj}^{-1/2} x_{tj})^2
\]

\[
= |c|^2 |d|^2 |(\bar{\Sigma}_n - \Sigma_t)_{ij}|^2,
\]

since

\[
\sum_{t=1}^{n} (c' S_{ni}^{-1/2} x_{ti})^2 = \sum_{t=1}^{n} c' S_{ni}^{-1} x_{ti} x'_{ti} S_{ni}^{-1/2} c = c' S_{ni}^{-1/2} \sum_{t=1}^{n} x_{ti} x'_{ti} S_{ni}^{-1/2} c = c' c = |c|^2.
\]

Therefore, (3.32) holds if we can prove that
However, this is precisely the result of lemma 3.1, and so the proof of part b) is complete.

GLS-estimators

If $X'(n) \Sigma(n) X(n)$ is non-singular then

$$\hat{\beta}_n - \beta = (X'(n)\Sigma^{-1}(n) X'(n))^{-1} X'(n)\Sigma^{-1}(n) \varepsilon(n) = W_n^2 \sum_{t=1}^{n} X_t \Sigma_t^{-1} \varepsilon_t$$

where

$$W_n^2 = V(\hat{\beta}_n) = (X'(n)\Sigma^{-1}(n) X'(n))^{-1} = \sum_{t=1}^{n} (X_t \Sigma_t^{-1} X_t')^{-1}$$

From (3.33) we see that theorem 2.1 can be applied if we take

$\varepsilon_{nt} = \varepsilon_t$ and

$A_{nt} = W_n^2 X_t \Sigma_t^{-1}$, \quad $t = 1, \ldots, n$

$A_{nt} = 0$ \quad elsewhere.

It is reasonable and appropriate to impose the same conditions for the errors and the explanatory variables as in the OLS-case. Hence we assume (3.8), (3.9) hold for the distributions of the $\varepsilon_t$ and (3.11), (3.12) for the explanatory variables. Then

$$\frac{1}{M} S_n \leq W_n^2 = \sum_{t=1}^{n} X_t \Sigma_t^{-1} X_t' \leq \frac{1}{m} S_n$$

and so $W_n^2$ is well-defined. From (2.28) we get

$$Z_n = W_n^2 (\sum_{t=1}^{n} X_t \Sigma_t^{-2} X_t') W_n^2$$

and so by (3.14):
\[
\frac{1}{M} S_n^{-1} \leq \frac{1}{M} W_n^2 \leq Z_n \leq \frac{1}{m} W_n^2 \leq \frac{1}{m} S_n^{-1} \rightarrow 0, \quad n \to \infty
\]

Therefore the condition (2.28) that \(Z_n\) is non-singular and the condition (2.41) that \(Z_n \to 0\) are satisfied. Moreover,

\[
A_n^T Z_n^{-1} A_n \leq M \cdot \Sigma_n \cdot X_n W_n^2 \cdot W_n^2 \cdot W_n X_n \Sigma_n^{-1} = M \cdot \Sigma_n \cdot X_n W_n^2 \cdot X_n \Sigma_n^{-1} \leq M^2 \cdot \Sigma_n \cdot X_n S_n^{-1} X_n \Sigma_n^{-1}
\]

and therefore with (3.13):

\[
\sup_{n,t} \text{tr}(A_n^T Z_n^{-1} A_n) \leq k \cdot M^2 \max_{1 \leq t \leq n} \lambda \cdot \max_{1 \leq t \leq n} (\Sigma_n^{-1} X_n S_n^{-1} X_n \Sigma_n^{-1})
\leq k^2 \cdot M^2 \max_{1 \leq t \leq n} \text{tr}(X_n S_n^{-1} X_n) \rightarrow 0, \quad n \to \infty,
\]

showing that (2.29) is satisfied. Hence we can again apply theorem 2.1 and its remark:

**Theorem 3.4.** (conditions of theorem 3.1).

(3.36) \(\hat{\beta}_n \xrightarrow{P} \beta, \quad n \to \infty\)

(3.37) \(W_n^{-1}(\hat{\beta}_n - \beta) \xrightarrow{d} \mathcal{N}_k(0, I)\)

As in the OLS-case we replace the \(\Sigma_n\) by estimators \(\hat{\Sigma}_n\). Suppose that the \(\hat{\Sigma}_n\) are non-singular a.s. and also that

(3.38) \(\hat{W}_n^2 = (\frac{1}{n} \sum_{t=1}^n X_t \hat{\Sigma}_n^{-1} X_t')^{-1}\)

exists a.s. Take

\[
\hat{A}_{nt} = \hat{W}_n^{-1} X_n \hat{\Sigma}_n^{-1}
\]

then (2.42) holds for \(C_n^2 = \hat{W}_n^2\). The expression corresponding to (2.43) for non-singular \(H_n\) becomes
(3.39) \[ \tilde{W}_n = H_n^{-1}(H_n \tilde{W}_n^2 H_n')^{1/2} \]

Denoting the corresponding estimator for \( \beta \) by \( \hat{b}_n \) we have

(3.40) \[ \frac{\hat{b}_n}{\hat{W}_n} - \beta = \frac{\hat{W}_n^2}{\hat{W}_n} \sum_{t=1}^{n} X_t (\hat{\Sigma}_t^{-1} - \Sigma_t^{-1}) \varepsilon_t \]

Then from theorem 2.2 and its remark 1) we get:

**Theorem 3.5.** Suppose that (3.20), (3.21) hold.

Under the conditions of theorem 3.1 and the additional conditions

(3.41) \[ S_n^{-1/2} \sum_{t=1}^{n} X_t (\hat{\Sigma}_t^{-1} - \Sigma_t^{-1}) \varepsilon_t \overset{P}{\rightarrow} 0 \]

(3.42) \[ S_n^{-1/2} \{ \sum_{t=1}^{n} X_t (\hat{\Sigma}_t^{-1} - \Sigma_t^{-1})X_t' \} S_n^{-1/2} \overset{P}{\rightarrow} 0 \]

we have

(3.43) \[ \frac{\hat{b}_n}{\hat{W}_n} \overset{P}{\rightarrow} \beta, \quad n \rightarrow \infty \]

(3.44) \[ \hat{W}_n^{-1}(\hat{b}_n - \beta) \overset{I}{\rightarrow} N_k(0, I), \quad n \rightarrow \infty \]

(3.45) \[ \hat{W}_n^{-1}(\hat{b}_n - \beta) \overset{I}{\rightarrow} N_k(0, I), \quad n \rightarrow \infty \]

**Proof.** Since

\[ \frac{1}{M} S_n^{-1} \leq Z_n \leq \frac{1}{M} S_n^{-1} \]

the conditions (2.44), (2.45) follow from (3.20), (3.21). The conditions (2.46), (2.47) read as

(3.46) \[ \hat{W}_n^{-1} \sum_{t=1}^{n} (\hat{W}_n^2 X_t \hat{\Sigma}_t^{-1} - \hat{W}_n^2 X_t \Sigma_t^{-1}) \varepsilon_t \overset{P}{\rightarrow} 0 \]

(3.47) \[ S_n^{1/2} (\hat{W}_n^2 - \hat{W}_n^2) S_n^{1/2} \overset{P}{\rightarrow} 0 \]
We will verify these conditions for proving (3.44), (3.45). From (3.41) and the fact that \( W_n S_n^{1/2} \) is bounded we get

\[
(3.48) \quad W_n \sum_{t=1}^{n} X_t (\Sigma_{nt}^{-1} - \Sigma_t^{-1}) \xi_t \xrightarrow{P} 0
\]

and with (3.37) this gives

\[
(3.49) \quad W_n \sum_{t=1}^{n} X_t \Sigma_{nt}^{-1} \xi_t \xrightarrow{L} N_k(0, I)
\]

From (3.42) we get

\[
W_n \{ \sum_{t=1}^{n} X_t \Sigma_{nt}^{-1} X' - \sum_{t=1}^{n} X_t \Sigma_t^{-1} X' \} W_n \xrightarrow{P} 0
\]

or

\[
W_n (\hat{W}_n - W_n) W_n \xrightarrow{P} 0
\]

or

\[
W_n \hat{W}_n W_n \xrightarrow{P} I
\]

or

\[
(3.50) \quad W_n^{-1} \hat{W}_n W_n^{-1} \xrightarrow{P} I
\]

This in turn implies

\[
W_n^{-1} (\hat{W}_n - W_n) W_n^{-1} \xrightarrow{P} 0
\]

and since \( S_n^{1/2} W_n \) is bounded this gives (3.47). The left-hand side of (3.46) can be written as

\[
W_n \sum_{t=1}^{n} X_t (\Sigma_{nt}^{-1} - \Sigma_t^{-1}) \xi_t + (W_n^{-1} \hat{W}_n W_n^{-1} - I) W_n \sum_{t=1}^{n} X_t \Sigma_{nt}^{-1} \xi_t
\]

and so with (3.48), (3.49), (3.50) we see that (3.46) holds.

Finally, (3.43) follows from \( W_n \xrightarrow{P} 0 \) and (3.44).
For the GLS-case we will only work out the estimator \( \hat{\Sigma}_{nt} = \hat{\Sigma}_n \) given by (3.25). We have:

**Theorem 3.6. (conditions of theorem 3.1)**

Let \( \hat{\Sigma}_{nt} = \hat{\Sigma}_n \) be given by (3.25). Then the conditions (3.41), (3.42) hold provided that (3.26) is true. Hence, if (3.20), (3.21), (3.26) are satisfied then (3.43), (3.44), (3.45) hold.

**Proof.** We have to verify the conditions (3.41), (3.42). Therefore it is sufficient to prove

\[
(3.51) \quad S^{-1/2} \sum_{t=1}^{n} X_t (\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) \xi_t \xrightarrow{P} 0
\]

\[
(3.52) \quad S^{-1/2} \sum_{t=1}^{n} \{ \sum_{j=1}^{n} x_t(\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) x_j\} S^{-1/2}_n \xrightarrow{P} 0
\]

\[
(3.53) \quad S^{-1/2} \sum_{t=1}^{n} X_t (\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) \xi_t \xrightarrow{P} 0
\]

\[
(3.54) \quad S^{-1/2} \sum_{t=1}^{n} \{ \sum_{j=1}^{n} x_t(\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) x_j\} S^{-1/2}_n \xrightarrow{P} 0
\]

The \( i \)th-part of (3.51) equals

\[
S^{-1/2} \sum_{j=1}^{n} x_t(\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) x_j \xi_t \xrightarrow{P} 0
\]

and the \( (i,j) \)th-part of (3.52) equals

\[
S^{-1} \sum_{t=1}^{n} x_t(\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) x_t \xi_t \xrightarrow{P} 0
\]

Similarly for (3.53) and (3.54). Therefore these conditions can be replaced by

\[
(3.55) \quad A_n = S^{-1/2} \sum_{t=1}^{n} x_t(\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) \xi_t \xrightarrow{P} 0
\]

\[
(3.56) \quad B_n = S^{-1/2} \sum_{t=1}^{n} \{ x_t(\hat{\Sigma}_n^{-1} - \Sigma_t^{-1}) x_t \} S^{-1/2}_n \xrightarrow{P} 0
\]
(3.57) \( s_{ni}^{1/2} \sum_{t=1}^{n} x_{ti}(\hat{\xi}_{n-1} - \bar{\xi}_{n-1})_{ij} e_{tj} \to 0 \)

(3.58) \( s_{ni}^{1/2} \sum_{t=1}^{n} x_{ti}(\hat{\xi}_{n-1} - \bar{\xi}_{n-1})_{ij} x_{tj} s_{nj}^{-1/2} \to 0 \)

Since

\[
\bar{\xi}_{t}^{-1} - \bar{\xi}_{n}^{-1} = \bar{\xi}_{t}^{-1}(\bar{\xi}_{n} - \bar{\xi}_{t})\bar{\xi}_{n}^{-1}
\]

and \( \bar{\xi}_{t}^{-1}, \bar{\xi}_{n}^{-1} \) are bounded we have that

\[
| (\bar{\xi}_{t}^{-1} - \bar{\xi}_{n}^{-1})_{ij} |^2 \leq C \text{tr}(\bar{\xi}_{t} - \bar{\xi}_{n})^2
\]

for some \( C > 0 \) and so with (3.26) we see that

\[
\sum_{t=1}^{n} | (\bar{\xi}_{n}^{-1} - \bar{\xi}_{t}^{-1})_{ij} |^2 , \quad \sum_{t=1}^{n} | (\bar{\xi}_{t}^{-1} - \bar{\xi}_{n}^{-1})_{ij} |
\]

are bounded in \( n \). Therefore for some \( C > 0 \):

\[
E(\frac{1}{n} A_{n}^{2}) = \text{tr} \frac{1}{n} A_{n} A_{n}^{'} = \text{tr}(\frac{1}{n} A_{n}^{2} \sum_{t=1}^{n} | (\bar{\xi}_{t}^{-1} - \bar{\xi}_{n}^{-1})_{ij} |^2 (\bar{\xi}_{t}^{n-1} e_{tj} x_{tj} x_{tj} s_{nj}^{-1/2})
\]

\[
\leq C \max_{1 \leq t \leq n} x_{tj} s_{nj}^{-1} x_{tj} + 0 , \quad n \to \infty
\]

or \( A_{n} \to 0 \) and so (3.55) holds. Furthermore, for any \( c,d \in \mathbb{R}_{k_{i}} \) we have for some \( C_{1} > 0 \):

\[
| c \cdot B_{n} d | = | \sum_{t=1}^{n} (c \cdot s_{ni}^{-1/2} x_{ti})(\bar{\xi}_{n}^{-1} - \bar{\xi}_{t}^{-1})_{ij} (d \cdot x_{tj} s_{nj}^{-1/2}) |
\]

\[
\leq C_{1} |c|^{2} |d|^{2} \{ \max_{1 \leq t \leq n} x_{ti} s_{ni}^{-1} x_{ti} . \max_{1 \leq t \leq n} x_{tj} s_{nj}^{-1} x_{tj} \}^{1/2}
\]

\[
\to 0, \quad n \to \infty
\]

and so \( B_{n} \to 0 \), proving (3.56).
The left-hand side of (3.57) can be written as

\[
\left( \Xi_n^{-1} - \Xi_n^{-1} \right)_{ij} S_n^{-1/2} \sum_{t=1}^{n} x_{ti} \varepsilon_{tj}
\]

According to theorem 3.1, (3.16), we see that

\[
\Xi_n^{-1} \sum_{t=1}^{n} x_t \varepsilon_t \overset{P}{\to} N_k(0, I)
\]

and therefore

\[
S_n^{-1/2} \sum_{t=1}^{n} x_{ti} \varepsilon_{tj}
\]

is bounded in probability. Since \( \Xi_n \) and \( \Xi_n^{-1} \) are bounded it follows from lemma 3.2 that

\[
\Xi_n^{-1} \overset{P}{\to} I
\]

and therefore also

\[
(3.59) \quad \Xi_n^{-1} - \Xi_n^{-1} \overset{P}{\to} 0
\]

Together this proves (3.57). Finally, the left-hand side of (3.58) equals

\[
\left( \Xi_n^{-1} - \Xi_n^{-1} \right)_{ij} \sum_{t=1}^{n} (S_n^{-1/2} x_{ti}) (S_n^{-1/2} x_{tj})'
\]

Since

\[
\sum_{t=1}^{n} \left| S_n^{-1/2} x_{ti} \right|^2 = \text{tr} \left( \sum_{t=1}^{n} S_n^{-1/2} x_{ti} x_{ti}' S_n^{-1/2} \right) = k_i
\]

and similarly for the index \( j \), we see with Cauchy-Schwarz that

\[
\sum_{t=1}^{n} (S_n^{-1/2} x_{ti}) (S_n^{-1/2} x_{tj})'
\]

is bounded in \( n \). With (3.59) this gives (3.58), completing the proof.
Stochastic explanatory variables

The model of this section as treated so far is a special case of the multivariate linear regression model with stochastic explanatory variables of the form

\[(3.60) \quad y_{ti} = x'_{ti} \beta_i + \varepsilon_{ti}, \quad t = 1, 2, \ldots; i = 1, \ldots, p.\]

where it is supposed that \(x_i = \{x_{ti}, t = 1, 2, \ldots; i = 1, 2, \ldots, p\}\), the process of the explanatory variables, is independent of \(\varepsilon_i = \{\varepsilon_{ti}, t = 1, 2, \ldots; i = 1, \ldots, p\}\), the error process.

The analysis of this model can immediately be reduced to the corresponding model with non-random explanatory variables because the conditional distribution of \(\varepsilon\) given \(\{x\}\) does not depend on \(x\) and is in fact the marginal distribution of \(\varepsilon\).

In particular, it is easy to see that all foregoing theorems maintain to hold if the conditions (3.11), (3.12) for the non-random explanatory variables are replaced by

\[(3.61) \quad r(x_{ni}) = k_i \text{ a.s., for all } i \text{ and some } n\]

\[(3.62) \quad \max_{1 \leq t \leq n} x'_{ti} S^{-1}_{ni} x_{ti} \text{ a.s. } 0, \quad n \to \infty, \text{ for all } i\]

Note that these conditions deal separately with each equation. Therefore dependency of explanatory variables in different equations is allowed. This is important because in practice the same explanatory variable will often appear in more equations.

The question under which conditions (3.61), (3.62) hold can be transformed to the following problem:

**Problem.** Let \(x_1, x_2, \ldots\) be a sequence of random vectors in \(R_k\). Find conditions in terms of the distributions of \(\{x_t\}\) under which

\[(3.63) \quad S_n : = \sum_{t=1}^{n} x_t x'_t > 0 \text{ a.s. for some } n\]

\[(3.64) \quad \max_{1 \leq t \leq n} x'_{t} S^{-1}_{n} x_{t} \text{ a.s. } 0, \quad n \to \infty\]
If the $x_t$ are i.i.d. (independent and identically distributed) with $E[x_t x_t'] = \Gamma > 0$ then (3.63) and (3.64) are satisfied. For, the strong law of large numbers gives

$$\frac{1}{n} \sum_{t=1}^{n} x_t x_t' \overset{a.s.}{\to} \Gamma > 0$$

Then we have also

$$\frac{1}{\sqrt{n}} \max_{1 \leq t \leq n} |x_t| \overset{a.s.}{\to} 0,$$

and together this implies (3.63), (3.64).

However, if the $x_t$ are not i.i.d. then the solution of this problem is not trivial. We will give a first step to the solution of the problem. (A definite solution will be a point for further research).

Suppose $U_t = E[x_t]$ exists and let $x_t = \mu_t + Z_t$. In order to cover the non-random case as well it would be fine to have conditions for the expectation $\mu_t$ of the same type as (3.63), (3.64) for the random vectors $x_t$. The following theorem is appropriate:

**Theorem 3.7.** Suppose that

(3.65) $M_n := \sum_{t=1}^{n} \mu_t \mu_t' > 0$ for some $n$

(3.66) $\max_{1 \leq t \leq n} \mu_t M_{n}^{-1} \mu_t \rightarrow 0$, $n \rightarrow \infty$

Then (3.63), (3.64) hold provided that

(3.67) $M_{1/2}^{-1/2} \sum_{t=1}^{n} \mu_t Z_t' M_{1/2}^{-1/2} \overset{a.s.}{\to} 0$, $n \rightarrow \infty$

(3.68) $\frac{Z_t'}{\sigma_t^2 + p} M_{n}^{-1} \frac{Z_t'}{\sigma_t^2 + p} \overset{a.s.}{\to} 0$, $n \rightarrow \infty$, for some $p = 0, 1, \ldots$

**Proof.** According to lemma 3.1 the conditions (3.65), (3.66) are equivalent to

(3.69) $M_n^{-1} \rightarrow 0$, $n \rightarrow \infty$
(3.70) \( u'_{n+p} M_{n}^{-1} u_{n+p} \to 0 \), \( n \to \infty \)

and (3.63), (3.62) are equivalent to

(3.71) \( S_{n}^{-1} \to 0 \), \( n \to \infty \)

(3.72) \( x'_{n+p} S_{n}^{-1} x_{n+p} \to 0 \), \( n \to \infty \)

Therefore it suffices to prove (3.71), (3.72) from (3.67) - (3.70). We can write

\[
S_{n} = \sum_{1}^{n} (u_{t} + \xi_{t})(u_{t} + \xi_{t})' = M_{n}^{1/2}(I + A_{n})M_{n}^{1/2} + \sum_{1}^{n} \xi_{t} \xi_{t}',
\]

where \( A_{n} \) is symmetric and defined by

\[
A_{n} := M_{n}^{-1/2} \{ \sum_{1}^{n} (u_{t} n_{t} + n_{t} u_{t}) \} M_{n}^{-1/2}
\]

From (3.67) it follows that \( A_{n} \to 0 \), a.s. Therefore, for some (random) \( n \) sufficiently large \( I + A_{n} > 0 \) and so

\[
S_{n} \geq M_{n}^{1/2}(I + A_{n})M_{n}^{1/2} \quad \text{a.s.}
\]

or

(3.73) \( S_{n}^{-1} \leq M_{n}^{-1/2}(I + A_{n})^{-1} M_{n}^{1/2} \), a.s.

This gives with (3.69):

\[
\|S_{n}^{-1}\| \leq \|M_{n}^{-1/2}\|^{2} \|I + A_{n}\|^{-1} = \|M_{n}^{-1}\| (1 - \|A_{n}\|^{-1}) \to 0
\]

and so (3.71) holds.

Furthermore, with (3.73) we have a.s.:

\[
\frac{x'_{n+p}}{x_{n+p}} S_{n}^{-1} \leq \frac{x'_{n+p}}{x_{n+p}} M_{n}^{-1/2}(I + A_{n})^{-1} M_{n}^{-1/2} \to 0
\]

\[
\leq \|M_{n}^{-1/2}\|^{2}(1 - \|A_{n}\|^{-1})^{-1}
\]
and so (3.72) is proved if
\[ x_n^\prime M_n^{-1} x_n + a_s \rightarrow 0. \]

However,
\[ x_n^\prime M_n^{-1} x_n + a_s = \mu_n^\prime M_n^{-1} \mu_n + \xi_n^\prime M_n^{-1} \xi_n + \mu_n^\prime M_n^{-1} \xi_n + \xi_n^\prime M_n^{-1} \mu_n, \]
and so this follows from (3.68), (3.70) and Cauchy-Schwarz.

We conclude this section with a theorem that gives sufficient conditions for (3.67), (3.69). Basic are the following two lemmas:

**Lemma 3.2.** Let \( \xi_1, \xi_2, \ldots \) be mutually independent random variables with \( E(\xi_n^2) < \infty \) and \( E(\xi_n) = 0 \) for all \( n = 1, 2, \ldots \), and let \( \{a_n\} \) be a sequence with \( 0 < a_n \rightarrow 0, n \rightarrow \infty \). If
\[ \sum_{n=1}^{\infty} E a_n^2 E(\xi_n^2) < \infty \]
then
\[ \sum_{n=1}^{\infty} E a_n \xi_n \leq \infty \text{ a.s.}, \quad a_n E \xi_t a_t \rightarrow 0. \]

**Proof.** See Feller (1966), VII.8, theorem 2 or Chung (1974), theorem 5.4.1, corollary, particular case (i).

**Lemma 3.3.** Let \( \{\xi_n\} \) be a sequence random vectors in \( \mathbb{R}_k \) and \( \{a_n\} \) a sequence with \( 0 < a_n \rightarrow 0, n \rightarrow \infty \). If
\( 1^o \) the distribution \( G_n \) has a density \( g_n \) with respect to some measure \( G \) such that
\[ g_n(x) \leq C_1, \quad x \in \mathbb{R}_k, n = 1, 2, \ldots \]
\[ \int |x|^2 \, dG(x) < \infty \]
2°) \(|n|a_n| \leq C_2\), \(n = 1, 2, \ldots\)

then

\[a_n|\xi_n|^2 \rightarrow 0, \quad n \to \infty\]

**Proof.** The assertion holds if for all \(\varepsilon > 0\) we have that \(P\{a_n|\xi_n|^2 \geq \varepsilon \text{ i.o.}\} = 0\). According to the Borel-Cantelli law it suffices to prove that

\[
\sum_{n=1}^{\infty} P\{|\xi_n| > c_n\} < \infty,
\]

where \(c_n = \varepsilon/a_n\). Note that \(0 < c_n \to \infty, n \to \infty\).

We have:

\[
\sum_{n=1}^{\infty} P\{|\xi_n| > c_n\} = \sum_{n=1}^{\infty} \sum_{j=n}^{\infty} P\{c_j < |\xi_n| < c_{j+1}\} =
\]

\[
= \sum_{j=1}^{\infty} \sum_{n=1}^{j} P\{c_j < |\xi_n| < c_{j+1}\} \leq \sum_{j=1}^{\infty} \int_{c_j}^{c_{j+1}} |x|^2 dG_n(x)
\]

\[
= \frac{1}{\varepsilon} c_1 c_2 \sum_{j=1}^{\infty} \int_{c_j}^{c_{j+1}} |x|^2 dG(x) \leq \frac{1}{\varepsilon} c_1 c_2 \sum_{j=1}^{\infty} \int_{c_j}^{c_{j+1}} |x|^2 dG(x) < \infty,
\]

concluding the proof.

**Theorem 3.8.** Let \(\xi_1, \xi_2, \ldots\) be random vectors with \(E\{\xi_t\} = 0, V\{\xi_t\} = S_t\) exists.

a) If \(\xi_1, \xi_2, \ldots\) are independent with

\[
\sum_{n=1}^{\infty} \lambda^{n-2}_n \min_n u_n S_n u_n < \infty
\]

then (3.6.7) holds.

b) If the distribution \(F_n\) of \(\xi_n\) has a density \(f_n\) with respect to some measure \(F\) such that \(f_n(x)\) is bounded in \(n, x\) and...
\[ \int |x|^2 \, dF(x) < \infty \]

and if \( n\lambda_n^{-1} (M_n) \) is bounded in \( n \) then (3.68) holds.

Proof. a) Follows with lemma 3.2 from

\[ \|M_n^{-1/2} (\sum_{t=1}^{n} \mu_t \xi_t^i) M_n^{-1/2}\| \leq C \|M_n^{-1}\| \|\sum_{t=1}^{n} \mu_t \xi_t^i\| \]

by taking \( \xi_t^i = \mu_t \xi_t^i \) and \( a_n = \|M_n^{-1}\| = \lambda_n^{-1} (M_n) \)

b) Follows with lemma 3.3. from

\[ \|\xi_n\| M_n^{-1} \xi_n \| \leq \|M_n^{-1}\| . |\xi_n|^2. \]

Corollary. From lemma 3.1, theorem 3.7 and theorem 3.8 we get immediately that (3.63), (3.64) are satisfied under the following conditions:

\[ |\mu_n|^2 \lambda_n^{-1} (M_n) \to 0 \]

\[ |n \lambda_n^{-1} (M_n)| \text{ bounded in } n \]

\[ \sum_{n=1}^{\infty} \lambda_n^{-2} (M_n) |\mu_n|^2 \|S_n\| < \infty \]

with \( \xi_1, \xi_2, \ldots \) independent with \( \mathbb{E}(\xi_t^i) = 0, \mathbb{V}(\xi_t^i) = S_t \) and such that the distribution \( F_n \) of \( \xi_n \) has a density \( f_n \) with respect to some measure \( F \) with

\[ \int |x|^2 \, dF(x) < \infty \]

and \( f_n \) uniformly bounded.

Remark. In most applications we will have \( dF(x) = g(x)d\mu(x) \) with \( \mu \) Lebesgue measure (continuous case) or counting measure (discrete case). If \( g_n \) is the density of \( \xi_n \) with respect to \( \mu \) then \( g_n (x) \leq g(x) \) for all \( n \) is equivalent to the condition that \( f_n \) is uniformly bounded.
4. Multivariate linear regression with dependent errors

We consider the same system of linear equations as in section 3. However, we will no longer assume that \( \varepsilon_1, \varepsilon_2, \ldots \) are mutually independent. Instead of this, we suppose that the \( \varepsilon_t \) are generated by a moving average of the form

\[
\varepsilon_t = \sum_{h=-\infty}^{\infty} C_h \eta_{t-h} = \sum_{j=-\infty}^{\infty} C_{t-j} \eta_j
\]

Here, it is supposed that the \( p \)-vectors \( \eta_j \) are mutually independent with \( E[\eta_j] = 0, E_{\eta_j} = V[\eta_j] \) exists for all \( j \). Under certain regularity conditions the series defining \( \varepsilon_t \) will converge in mean square. Let \( G_j \) denote the distribution function of \( \eta_j \).

We are interested in asymptotic normality of the OLS-estimator \( b_n \) for \( \beta \). If \( S_n \) is non-singular then

\[
b_n - \beta = S_n^{-1} \sum_{t=1}^{n} X_t \varepsilon_t = S_n^{-1} \sum_{j=-\infty}^{\infty} \left( \sum_{j=-\infty}^{\infty} X_t C_{t-j} \right) \eta_j
\]

From (4.2) we see that again theorem 2.1 can be applied if we take

\[
e_{nj} = \eta_n \text{ and } A_{nj} = S_n^{-1} B_{nj}
\]

where

\[
(4.3) \quad B_{nj} = \sum_{t=1}^{n} X_t C_{t-j}
\]

Then

\[
(4.4) \quad \nu_n^2 = V(b_n) = S_n^{-1} \left( \sum_{j=\eta_n}^{\eta_n} B_{nj} B_{nj}' \right) S_n^{-1}
\]

The conditions (2.24), (2.25) for the distributions of the \( \{\eta_j\} \) become

\[
(4.5) \quad m = \inf \lambda_{\min}(E_j) > 0
\]

\[
(4.6) \quad \sup_{\delta \to \infty} \int_{|z|>\delta} |z|^2 \, dG_j(z) \to 0,
\]

implying
(4.7) \[ M: = \sup_j \lambda_{\text{max}} (\Sigma_j) < \infty \]

It is reasonable and appropriate to impose the same conditions on the explanatory variables as in section 3. So we assume that (3.11) and (3.12) are satisfied.

Finally we have to assume some regularity conditions with respect to the coefficient matrices \( C_h \). If (4.7) holds then convergence in mean square in (4.1) is guaranteed if

\[ (4.8) \quad \sum_{h=-\infty}^{\infty} \text{tr}(C_h C_h') < \infty \]

Then

\[ (4.9) \quad C(\lambda) = \sum_{h=-\infty}^{\infty} C_h e^{i\lambda h} \]

converges in mean square with respect to Lebesgue measure. We will need the conditions

\[ (4.10) \quad \alpha = \text{ess } \inf \lambda_{\text{min}} (C(\lambda)C^*(\lambda)) > 0 \]
\[ (4.11) \quad \alpha_u = \text{ess } \sup \lambda_{\text{max}} (C(\lambda)C^*(\lambda)) < \infty \]

With these conditions it turns out that theorem 2.1 and its remark can be applied:

**Theorem 4.1.** If the distributions of the \( \{Z_j\} \) satisfy (4.5), (4.6), the coefficient matrices \( \{C_h\} \) with the conditions (4.8), (4.10), (4.11) and the explanatory variables \( \{x_{ti}\} \) the conditions (3.11), (3.12) then

\[ (4.12) \quad \frac{b_n}{b_n} \xrightarrow{P} \beta, \quad n \to \infty \]
\[ (4.13) \quad \nu^{-1}(b_n - \beta) \xrightarrow{L} N_k(0, I), \quad n \to \infty \]

**Proof.** Set for \( \lambda \in (-\infty, \infty) \):

\[ X_n(\lambda) = \sum_{t=1}^{n} x_t e^{it\lambda} \]
\[ B_n(\lambda) = \sum_{j=-\infty}^{\infty} B_{nj} e^{ij\lambda} \quad \text{(convergence in mean square)} \]

Since the sequence \( \{B_{nj}\} \) is the convolution of the (finite) sequence \( \{X_t\} \) and the sequence \( \{C_{-j}\} \) we have

\[ B_n(\lambda) = X_n(\lambda) C(-\lambda) \]

Therefore, with the Parseval-relation:

\[ \sum_{j} B_{nj} B_{nj}' = \frac{1}{2\pi} \int_{-\pi}^{\pi} B_n(\lambda)B_n^*(\lambda) d\lambda = \frac{1}{2\pi} \int_{-\pi}^{\pi} X_n(\lambda)C(-\lambda)C^*(-\lambda)X_n^*(\lambda) d\lambda, \]

and with (4.10), (4.11) and

\[ S_n = \sum_{t} X_t X_t' = \frac{1}{2\pi} \int_{-\pi}^{\pi} X_n(\lambda)X_n^*(\lambda) d\lambda \]

this gives

\[ (4.14) \quad \alpha_1 S_n \leq \sum_{j} B_{nj} B_{nj}' \leq \alpha_u S_n \]

Hence, for

\[ Z_n = \sum_{j} A_{nj} A_{nj}' = S^{-1}(\sum_{j} B_{nj} B_{nj}') S^{-1} \]

we have that

\[ (4.15) \quad \alpha_1 S_n^{-1} \leq Z_n \leq \alpha_u S_n^{-1}, \]

proving the conditions (2.28) that \( Z_n \) is non-singular and the condition (2.41) that \( Z_n \to 0, \ n \to \infty \).

Furthermore,

\[ A_{nj} Z_n^{-1} A_{nj}' = B_{nj}^* \left( \sum_{j} B_{nj} B_{nj}' \right)^{-1} B_{nj} \leq \alpha_1 B_{nj} S^{-1} B_{nj} \]

and so the condition (2.29) is fulfilled if we can prove that
We have
\[
B_{nj}^t S_n^{-1} B_{nj} = \sum_{t} \sum_{s} C_{t-j}^s X_{t}^s S_n^{-1} X_{s}^t C_{s}^j
\]
and so for any \( a \in \mathbb{R}^p \):
\[
a' B_{nj}^t S_n^{-1} B_{nj} a = \left| \sum_{t=1}^{n} S_n^{-1/2} X_{t} C_{t-j} a \right|^2
\]
Since \( \text{tr}(C_{j} C_{j}^t) \to 0 \) if \( j \to \pm \infty \) there exists a \( j_n \) such that
\[
\sup \left| \sum_{t=1}^{n} S_n^{-1/2} X_{t} C_{t-j} a \right| = \left| \sum_{t=1}^{n} S_n^{-1/2} X_{t} C_{t-j} a \right|
\]
and so
\[
\left\{ \sup \left| \sum_{t=1}^{n} S_n^{-1/2} X_{t} C_{t-j} a \right| \right\}^{1/2} = \left| \sum_{t=1-j_n}^{n-j_n} S_n^{-1/2} X_{t+j_n} C_{t} a \right|
\]
\[
\leq \left| a \right| \sum_{t=1-j_n}^{n-j_n} \left\{ \text{tr}(C_{t} C_{t}) \right\}^{1/2} \left\{ \text{tr}(X_{t+j_n} S_n^{-1} X_{t+j_n}) \right\}^{1/2}
\]
There exists a sequence \( m_n \) of positive integers such that \( m_n < n, m_n \to \infty \) and
\[
(4.17) \quad \frac{m_n^2}{m_n} \max_{1 \leq t \leq n} \text{tr}(X_{t} S_n^{-1} X_{t}) \to 0 \quad , \quad n \to \infty
\]
Then we can split up the sum on the right-hand side of the last inequality according to
\[
\sum_{t=1-j_n}^{n-j_n} \sum_{t=1-j_n}^{n-j_n} \sum_{|t| \leq \lfloor m_n/2 \rfloor} + \sum_{|t| > \lfloor m_n/2 \rfloor}
\]
The first part is dominated by

\[ m_n \left| a \right| \left( \sup_j \text{tr}(C_j C_j) \right)^{1/2} \left( \max_{1 \leq t \leq n} X_t' S_n^{-1} X_t \right)^{1/2} \]

and this tends to zero because of (4.17).

With Cauchy-Schwarz we see that the second part is dominated by

\[ \left| a \right| \sum_{|t| > \lfloor m_n/2 \rfloor} \text{tr}(C_t C_t) \cdot \sum_{t=1}^{n-j_n} \text{tr}(X_{t+j_n}' S_n^{-1} X_{t+j_n}) = \]

\[ = k \cdot |a| \sum_{|t| > \lfloor m_n/2 \rfloor} \text{tr}(C_t C_t) \]

and this tends to zero with (4.8) since \( m_n \rightarrow \infty \). This proves (4.16) concluding the proof.

We can ask in the same way as this is done in section 3 if it is possible to estimate \( V_n \) by \( \tilde{V}_n \) such that \( \tilde{V}_n^{-1} \left( h_n - \beta \right) \overset{D}{\sim} N_k(0, I) \).

This the will be a point for further research. For the univariate case and identically distributed \( \{ \eta_j \} \) work on this has been done in Eicker (1965).
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