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Abstract

The meaning of conjugate prior densities for a linear regression model is examined when we venture outside the usual realm of exponential models. For a non-Normal elliptical family of data densities, we define a class of semi-conjugate prior densities, fully coherent with the uncontroversial conjugate prior in a Normal framework. We discuss results from the literature on the particular case of Student t errors, and derive a semi-conjugate prior for such models. Since the transformation used to obtain this prior does not affect the regression coefficient vector, any semi-conjugate prior leads to exactly the same marginal Student t prior and posterior densities for this vector as in the reference case of a Normal regression model with conjugate prior.

It is shown that these semi-conjugate prior densities allow us to obtain most posterior results analytically under informative prior assumptions at the cost of putting a finite upper bound on the unknown error precision parameter, and thus restricting the original parameter space.
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1. Introduction

Part of the literature in Bayesian econometrics has been directed towards broadening the distributional assumptions on the error terms of the multiple regression model. Zellner (1976) considers Student t errors and concludes that inference still remains relatively simple with diffuse priors. Jammalamadaka, Tiwari and Chib (1987), henceforth denoted by JTC, consider spherically distributed errors and state that under diffuse prior assumptions prediction is unaffected by such departures from Normality. Chib, Tiwari and Jammalamadaka (1988) extend these results to a case of elliptical errors and Osiewalski (1989) examines posterior and predictive inference in elliptical cases for possibly nonlinear models and general prior structures.

An intriguing aspect of such excursions outside the exponential family of distributions, is whether one can still find "conjugate" prior distributions, and, if so, in which sense of the word.

A quick perusal of the literature shows that the concept of conjugate prior distributions is not always defined in the same way.

Traditionally, a conjugate family is defined either by the property of proportionality to the likelihood (or, more generally, having the same functional form) or by being closed under sampling. Where Raiffa and Schlaiffer (1961) stress that the latter property is very desirable, they base their actual definition of conjugate priors on the former characteristic, a definition also adopted by e.g. Zellner (1971, p. 21) and Press (1972, p. 76).

Berger (1985, p. 130) uses the term "conjugate family" for a class of prior distributions that is closed under sampling, and reserves the term "natural conjugate" for priors with the same functional form as the likelihood. The latter property is stressed as being crucial for the construction of conjugate families in DeGroot (1970, p. 164), yet he defines these families as being closed under sampling.

Both concepts coincide for exponential (and uniform) families of data distributions, where the dimension of the sufficient statistics remains
fixed under independent sampling (see e.g. DeGroot 1970, pp. 159-164). Views only start to differ when we venture outside these standard cases.

Diaconis and Ylvisaker (1979, 1985) claim that these "traditional" concepts are essentially vacuous, and Hartigan (1983, p. 72) dismisses the concept of conjugate priors altogether, as a "chimera" (in his index, p. 142). It is shown by Diaconis and Ylvisaker (1979) that the "usual" conjugate families can be characterized unambiguously by a posterior mean that is linear in the observations. Goel and DeGroot (1980) investigate this linearity in a more general form for linear regression models, and suggest that "perhaps one should use linear posterior expectation as the defining property of a conjugate distribution" (p. 895). Outside the exponential family setting, this concept was elaborated for location parameter problems by Diaconis and Ylvisaker (1985).

In spite of the general theoretical debate, the restrictive Normal linear regression framework (with a covariance matrix known up to a scalar factor $\sigma^2$) allows a widely accepted form of conjugate prior, namely the Normal-inverted gamma distribution, or, equivalently, the Normal-gamma distribution if we parameterize in terms of $\tau^2 = \sigma^{-2}$. Such priors have the same functional form as the likelihood, are closed under sampling and give linear posterior means of regression coefficients.

For a regression model with multivariate t errors, however, the meaning of the term "conjugate prior" is not so straightforward. References to this question in the literature are fairly scarce and usually remain rather vague. Zellner (1976, p. 403) proposed a t-F prior structure as a natural conjugate distribution, since its functional form corresponds to the likelihood, but showed in an appendix that the posterior density will not retain the t-F structure, but will rather be a continuous mixture of t-F densities.

The commonly used conjugate prior for Normal linear regression, i.e. the Normal-gamma distribution, is the starting point for JTC (their Section 3) who suggest that the conjugate prior density for the spherical family is given by their formulae (6)-(8). They also state that for the specific multivariate t regression model considered by Zellner (1976), their approach gives his t-F prior as a conjugate one.
However, as we shall show in Sections 2 and 3, the correspondence between such "conjugate" priors in non-Normal elliptical models and Normal-gamma priors in Normal models is not as simple as it seemed in JTC, and, furthermore, this strategy cannot result in finding Zellner's (1976) t-F prior for his model. We borrow from JTC the basic idea of relating a "conjugate" prior for regression with spherical (or elliptical) errors to the Normal-gamma prior for regression with Normal errors. In Section 2 we formalize this idea by defining a semi-conjugate prior as the prior which, under a certain transformation, is equivalent to the standard conjugate prior in the Normal regression framework. Since our definition requires coherency with the uncontroversial reference case, but neither proportionality to the likelihood nor being closed under sampling, we use the term "semi-conjugate prior". There is another good reason to do so. Our semi-conjugate priors imply multivariate Student t marginal distributions of the regression coefficients a priori as well as a posteriori, so the functional form of the joint prior is (at least) partially preserved in the posterior.

Section 3 slightly broadens Zellner's (1976) t-F prior family, examines the conjugate properties of these priors in Zellner's model, and shows that the t-F prior is semi-conjugate, but for a different model. In Section 4 we find, after the appropriate transformation, a semi-conjugate prior for the standard multivariate t regression model considered by Zellner. This will allow us to conduct marginal posterior inference on the regression coefficients analytically under informative prior densities for the multivariate t model, an analysis which required numerical integration in Zellner (1976).

Some concluding remarks are grouped in a final section. Appendix A explains our notation for probability density functions, and gives some useful properties, whereas Appendix B contains the posterior analysis for Zellner's model under the slightly generalized t-F prior.
2. Semi-Conjugate Prior Densities

Consider the standard linear regression model

\[ y = X\beta + u, \quad (2.1) \]

where we observe the \( n \) dimensional vector \( y \), \( X \) is an \( n \times k \) known design matrix of rank \( k \), and \( \beta \) is a vector of \( k \) unknown regression coefficients. In line with the literature, we take \( X \) to be a given matrix of observations, although we fully realize that in actual practice \( X \) will typically be random. The latter case can easily be incorporated within our present framework if \( X \) is independent of all the parameters in the implied conditional model, and we remark that such a condition holds under the slightly stronger assumption of a Bayesian cut (see Florens and Mouchart 1985). The stochastic nature of the model, however, does not follow from the usual practice of assuming a Normal distribution for the error vector \( u \). Instead, we take a scale mixture of Normal densities, leading to the following sampling model

\[ p(y|\beta, \tau^2) = \int_0^\infty p_N^n(y|X\beta, W(z)^2 \tau^2 V) p(z|\beta, \tau^2) dz, \quad (2.2) \]

where \( V \) is a known \( n \times n \) PDS matrix, \( z \) is a continuous positive random variable, that introduces the mixing on the scale parameter \( W(z)^2 \tau^2 \), and where \( W(.) \) is differentiable in \((0, \infty)\). \( \tau^2 > 0 \), finally, is the "standard" unknown scalar precision parameter. For the notation of density functions, as well as certain useful properties, we refer to Appendix A.

If we choose \( V = I_n \), we are in the class of spherical distributions as in JTC, and for any constant \( W(z) \) the model simplifies to the usual Normal case.

However, for nonconstant \( W(z) \), \( p(y|\beta, \tau^2) \) is some non-Normal elliptical density. In particular, if we choose \( W(z) = (\nu_0/z)^{1/2} \) and \( z \) as a \( \chi^2 \) density with \( \nu_0 \) degrees of freedom (thus independent of \( \beta \) and \( \tau^2 \)), then

\[ p(y|\beta, \tau^2) = p_S^n(y|\nu_0, X\beta, \tau^2 V^{-1}), \quad (2.3) \]
which is an n-variate Student t density with \( \nu_0 \) degrees of freedom (\( \nu_0 \) known, \( \nu_0 > 0 \)), location vector \( X \beta \) (the mean if \( \nu_0 > 1 \)), and precision matrix \( \nu_0^{-1} \) \( \Sigma^{-1} \) (i.e. with covariance matrix \( \nu_0(\nu_0-2)^{-1}\Sigma^{-1} \) if \( \nu_0 > 2 \)). In (2.3) both \( \beta \) and \( \tau^2 \) are unknown parameters, on which we wish to conduct Bayesian inference. With \( V = I_n \) the data density in (2.3) corresponds to the one in Zellner (1976), who parameterizes in terms of the variance parameter \( \sigma^2 = \tau^2 \). The role of scale mixtures of Normal distributions follows from Kelker's (1970) Theorem 10, discussed in Dickey and Chen (1985, p. 169).

Let us first consider the elliptical model in (2.2), and specify a prior density \( p(\beta, \tau^2) \) on its parameters. The joint density then becomes

\[
p(y, z, \beta, \tau^2) = p^n(y | X \beta, \nu(z)^2 \frac{1}{\tau^2} \Sigma) p(z | \beta, \tau^2) p(\beta, \tau^2),
\]

and we shall use the transformation \( (\tau^2, z) \rightarrow (\phi^2, z) \) with

\[
\phi^2 = \nu(z)^{-2} \tau^2.
\]

i.e. \( \phi^2 \) is just the inverted scale parameter of our Normal density in (2.2). This leads to

\[
p(y, z, \beta, \phi^2) = p^n(y | X \beta, \phi^{-2} \Sigma) p(\beta, \phi^2, z),
\]

where \( y \) and \( z \) are independent given \( (\beta, \phi^2) \), and

\[
p(\beta, \phi^2, z) = \nu(z)^2 p(z | \beta, \tau^2) p(\beta, \tau^2)
\]

with \( \tau^2 = \nu(z)^2 \phi^2 \).

Remark that where \( p(y | \beta, \tau^2) \) is Student t in (2.3) since \( z \) had to be integrated out, \( p(y | \beta, \phi^2) \) is simply Normal and independent of \( z \) in (2.6), as the entire effect of \( z \) is included in \( \phi^2 \). This, of course, implies that if, in (2.7), \( p(\beta, \phi^2) \) happens to be in the well-known Normal-gamma form, which is conjugate (in all three senses mentioned in the introduction) for the Normal linear regression model, and is denoted by
\[ p_{\text{NG}}(\beta, \sigma^2) = p_{N}^k(\beta|\bar{\beta}, \sigma^{-2\bar{A}^{-1}}) p_{G}(\sigma^2|\frac{\epsilon}{2}, \frac{1}{2}), \tag{2.8} \]

with \( e > 0, f > 0, \bar{\beta} \in \mathbb{R}^k \) and \( A \) a PDS \( k \times k \) matrix, then the posterior \( p(\beta, \sigma^2|y) \) will have the same functional form, given e.g. in (A.7). In the case that (2.8) applies, we can write prior and posterior densities for our original parameters \((\beta, \tau^2)\) as, respectively,

\[ p(\beta, \tau^2) = \int_0^\infty p_{\text{NG}}(\beta, \sigma^2) m(z, \beta, \sigma^2) dz, \tag{2.9} \]

and

\[ p(\beta, \tau^2|y) = \int_0^\infty p_{\text{NG}}(\beta, \sigma^2|y) m(z, \beta, \sigma^2) dz, \tag{2.10} \]

with \( \sigma^2 \) expressed as in (2.5) and using the same mixing function

\[ m(z, \beta, \sigma^2) = \gamma(z)^{-2} p(z|\beta, \sigma^2) \tag{2.11} \]

in both cases, where \( p(z|\beta, \sigma^2) \) is derived from (2.7).

These considerations lead to the following definition.

**Definition:** For a given data density (2.2), every prior density \( p(\beta, \tau^2) \) that corresponds to \( p(\beta, \sigma^2) \) in the Normal-gamma form (2.8) is called a semi-conjugate prior density.

Note that our definition of a semi-conjugate prior for scale mixtures of Normal distributions is coherent with the usual notion of the conjugate prior for the Normal regression model. It also gives three obvious necessary conditions; if \( p(\beta, \tau^2) \) is a semi-conjugate prior, then

(i) \[ p(\beta) = p_{S}^k(\beta|\epsilon, \bar{\beta}, e, A), \]

(ii) \[ p(\beta|y) = p_{S}^k(\beta|\epsilon, \beta, e, \bar{T}, A), \]

where
\[
A_* = A + X'V^{-1}X, \quad \beta_* = \beta_0^{-1}(A\beta + X'V^{-1}y),
\]
\[
f_* = f + \tilde{\beta}'A\beta + y'V^{-1}y - \beta'_0A\beta_0, \quad \text{and} \quad e_* = e + n,
\]

(iii) \[E(\beta|y) = \beta_* = \beta_0^{-1}A\beta + \beta_0^{-1}X'V^{-1}y,\]
i.e. the posterior expectation of \(\beta\) is linear with respect to \(y\).

For non-Normal distributions, (iii) may appear to be in conflict with the results in Goel and DeGroot (1980). In fact, our elliptical densities in (2.2) are not covered by their framework, which assumes that the covariance matrix of the errors is fully known. In addition, their assumption of independence cannot be satisfied by non-Normal jointly elliptical errors (see Kelker 1970, Lemma 5).

Although a semi-conjugate prior density implies a Student t form for both the marginal prior and the marginal posterior of \(\beta\), it need not preserve the form of the joint prior on \((\beta, \tau^2)\) in the posterior analysis, nor does it necessarily possess the functional form of the likelihood.

JTC's description of a "conjugate prior for the spherical family", given by their formulae (6)-(8), only corresponds to our (2.8), (2.9) and (2.11) under independence between \((\beta, \tau^2)\) and \(z\). Note that JTC implicitly imposed two conflicting independence conditions: between \(z\) and \((\beta, \tau^2)\) in their formulation of the data density, and between \(z\) and \((\beta, \tau^2)\) in their description of a "conjugate prior". They did not explicitly distinguish between the conditional distributions of \(z\) given \((\beta, \tau^2)\) and given \((\beta, \tau^2)\), using \(G(z)\) (in their notation) for both. Therefore, they were led to the conclusion that Zellner's (1976) t-F prior results from (2.9) as a "conjugate" prior for his multivariate t model.

That the latter conclusion is not warranted will be seen in the next section, which will address the specific case of Student t errors.

3. Conjugate and Semi-Conjugate Properties of the t-F prior

From the form of the likelihood function in (2.3) (with \(V = I_n\)) Zellner (1976) deduced the following prior structure on \(\beta\) and \(\sigma^2 = \tau^{-2}:\)
\[ p(\beta|\sigma^2) \propto \left( \frac{\nu_0 \sigma^2 + \bar{\beta}}{\nu} \right)^{-\frac{k}{2}} \left[ \frac{\nu}{\nu_0 \sigma^2 + f} (\beta - \bar{\beta})' A (\beta - \bar{\beta}) \right]^{-\frac{\nu + k}{2}} \]  

(3.1)

\[ p(\sigma^2) \propto \left( \frac{\nu_0 \sigma^2}{f} \right)^{-\frac{\nu_0}{2} - 1} \left[ 1 + \frac{\nu_0 \sigma^2}{f} \right]^{-\frac{\nu}{2}}. \]  

(3.2)

with the hyperparameters \( \nu > \nu_0, \ f > 0, \ \bar{\beta} \in \mathbb{R}^k \) and \( A \) any PDS matrix of dimension \( k \times k \), while \( \nu_0 > 0 \) is defined in (2.3). Note that Zellner wrote the prior in terms of \( \nu_a = \nu - \nu_0 \) and \( s_a^2 = f/\nu_a \).

Zellner (1976, p. 403) stated that (3.1)-(3.2) constitutes a natural conjugate prior for the multivariate t case, and called it the product of a conditional multivariate t density in (3.1) and a marginal F density in (3.2). This accounts for the term t-F prior, which we shall use in spite of the fact that not \( \sigma^2 \) itself, but rather \( \sigma^2 (\nu-\nu_0)/f \) is F distributed with \((\nu_0,\nu-\nu_0)\) degrees of freedom. Formally, \( \sigma^2 \) has the following three-parameter inverted beta (IB) distribution (also known as beta prime):

\[ p(\sigma^2) = p_{\text{IB}} \left[ \sigma^2 \mid \frac{\nu-\nu_0}{2}, \frac{\nu_0}{2}, \frac{f}{\nu_0} \right]. \]  

(3.3)

By construction, the t-F prior has a similar functional form as the likelihood, and is thus natural-conjugate in this sense. In fact, exactly the same functional form would require that the exponent of the first factor in (3.2) be \( \nu_0/2 \) instead of \( (\nu_0/2)-1 \).

In order to cover this case as well, we slightly extend the class of priors to nonzero \( \lambda \) in

\[ p(\beta, \sigma^2) = p_S \left[ \beta \mid \nu, \bar{\beta}, \frac{\nu}{\nu_0 \sigma^2 + f} A \right] p_{\text{IB}} \left[ \sigma^2 \mid \frac{\nu-\nu_0-\lambda}{2}, \frac{\nu_0+\lambda}{2}, \frac{f}{\nu_0} \right], \]  

(3.4)

where now \( \nu > \nu_0 + \lambda > 0 \) (and still \( \nu_0 > 0 \)), so that no links between \( \nu \) and \( \nu_0 \) remain. Taking \( \lambda = 0 \) leads to (3.1)-(3.2), while \( \lambda = 2 \) ensures exactly the same functional form as the likelihood.

However, irrespective of the value we choose for \( \lambda \), (3.4) is not a semi-conjugate prior structure for the model in (2.3), since e.g. the necessary
condition (ii) is not satisfied: although the marginal prior of $\beta$ has a Student t form, the posterior does not. Appendix B proves that $p(\beta|y)$ is, instead, a continuous mixture of t densities. In fact, this was essentially shown in Zellner's (1976) appendix, but only for $l = 0$ and subject to slight errors. Therefore, we have to conclude that the t-F prior in (3.1)-(3.2) [or (3.4)] cannot correspond to a Normal-gamma structure $p_{NG}(\beta, \nu^2)$ for (2.3), contrary to JTC's statement in their Section 3.

The reason why the posterior does not preserve the functional form of the prior is rather obvious: the conditional posterior density $p(\beta|\sigma^2, y)$ is in the 2-0 poly-t form with one t kernel coming from the likelihood and one from the prior in (3.1). Since both kernels are usually different, they do not reduce to a single t density. Of course, this should not surprise us, since the model we treat is outside the exponential family of data densities. In order to obtain the marginal posterior density of $\beta$, we thus require numerical integration. Note also that the t-F prior in (3.4) cannot be called conjugate in the sense of "giving linear posterior expectations" either, since neither $E(\beta|\sigma^2, y)$ nor $E(\beta|y)$ are linear in $y$.

We now set out to examine whether, within the class of linear regression models with Student t errors, we can find one for which the t-F prior in (3.4) is semi-conjugate and thus leads to analytical marginal posterior inference [condition (ii) in Section 2].

Using the definition from Section 2 we know that any prior on $(\beta, \nu^2)$ that implies a Normal-gamma prior structure for $p(\beta, \nu^2)$ will be semi-conjugate for an elliptical model from the class in (2.2). Of course, the variable transformation from $\nu^2$ to $\nu^2$ in (2.5) will have consequences for the mixing density, and thus for the model.

Let us specify $y(z) = (\nu_0/z)^{*}$ as in Section 2, but let now $z$ have a $\chi^2$ density with $\nu_0 + l$ degrees of freedom, conditional on $(\beta, \nu^2)$ and not on $(\beta, \nu^2)$, which led to the model in (2.3) for $l = 0$. Under these assumptions, it can be shown [using (A.1)-(A.4)] that the t-F prior in (3.4) is implied by the following Normal-gamma prior structure on $(\beta, \nu^2)$:

$$p(\beta, \nu^2) = p_N^k(\beta|\nu, \nu^{-2}A^{-1}) p_G^k(\nu^2|\nu_0 - l, 2, \nu_0 - l, 2).$$  \tag{3.5}
which makes the prior in (3.4) semi-conjugate for \((\beta, \tau^2)\). It is, however, important to realize that the independence between \(z\) and \((\beta, \tau^2)\) now assumed introduces a dependence of \(z\) on \((\beta, \tau^2)\), expressed in

\[
p(z|\beta, \tau^2) = p_G\left[z \left| \frac{\nu + k}{2}, \frac{\nu_0 + d_\beta \tau^2}{2\nu_0} \right.\right],
\]

(3.6)

where \(l\) no longer appears and we have defined

\[
d_\beta = f + (\beta - \tilde{\beta})'A(\beta - \tilde{\beta}).
\]

(3.7)

Note that, for \(l = 0\), (3.5)-(3.7) strictly corresponds to the assumptions in Section 3 of JTC. However, JTC implicitly treat different models in their Sections 2 and 3, corresponding to different choices of the mixing density. For their Section 3 the relevant model is (2.2) mixed with the density in (3.6), which becomes (in terms of \(\sigma^2 = \tau^{-2}\))

\[
p(y|\beta, \sigma^2) = p^n_S\left[y \left| \nu + k, X\beta, \frac{\nu + k}{\nu_0 \sigma^2 + d_\beta} \right.\right],
\]

(3.8)

instead of (2.3). So (3.8) is the Student t model for which the t-F prior in (3.4) is semi-conjugate, which does not hold for (2.3), nor for Zellner's (1976) model. This semi-conjugate prior can not be proportional to any likelihood following from (3.8), since the latter has a 1-1 poly-t form in \(\beta\), given \(\sigma^2\), and \(p(\beta|\sigma^2)\) is just a Student t density. Note, however, that the fixed constants appearing in (3.8) are also the hyperparameters of the prior in (3.4). This particular feature implies that the kernel appearing in the denominator of the 1-1 poly-t likelihood will exactly cancel out with the Student t kernel of the prior for \(\beta\) given \(\sigma^2\). Instead of a 2-1 poly-t density, the posterior \(p(\beta|\sigma^2, y)\) will then simplify to a Student t form. The joint posterior density \(p(\beta, \sigma^2|y)\) will retain the t-F form of (3.4), but with the updated hyperparameters \((\nu_*, A_*, \beta_*, f_*)\) instead of \((\nu, A, \tilde{\beta}, f)\), where \(\nu_* = \nu + n\) and the rest was defined in Section 2. Note that \(\nu_0\) and \(l\), also appearing in (3.4), are not affected by the sample information. The fact that the functional form is here retained for \(\sigma^2\) as well is due to the assumed independence of \(z\) and \(\tau^2\), given \(\beta\).
4. Semi-Conjugate Priors for the Standard Multivariate t Model

Let us now reparameterize the data density (3.8), obtained in the previous section, in the following way: define $\gamma = (\nu_0 \sigma^2 + d_\beta) / (\nu + k)$ and consider

$$p(y|\beta, \gamma) = p_S^n(y|\nu + k, X\beta, (\gamma V)^{-1}).$$  \hspace{1cm} (4.1)

We now have a Student model with $\nu + k > k$ degrees of freedom ($k$ is the dimension of $\beta$), ruling out very fat (e.g. Cauchy) tails.

Apart from that restriction, however, we have a standard multivariate Student $t$ with the same location vector and relative precision matrix $V^{-1}$ as in (2.3), but with a different variance parameter $\gamma$, now related to $\beta$ through the inequality $\gamma > d_\beta / (\nu + k)$. The precision parameter is now $\delta = \gamma^{-1}$, instead of $\tau^2$, and note that for any given value of $\beta$ it is restricted to lie in the bounded interval $(0, \nu + k)$. If we take the $t$-F prior in (3.4), then the reparameterization to $(\beta, \delta)$ leads to a beta distribution for $\delta$ given $\beta$:

$$p(\delta|\beta) = p_B(\delta | \frac{\nu^* k}{2}, \frac{\nu - \mu}{2}, \frac{\nu^* k}{d_\beta})$$ \hspace{1cm} (4.2)

where we have defined $\mu = \nu - \nu_0 - l > 0$, in order to neutralize one of the hyperparameters ($\nu_0, l$). Due to the reparameterization from $(\beta, \sigma^2)$ to $(\beta, \delta)$ only the sum $\nu^* + l$ affects data and prior densities now, so that $\mu$ replaces both $\nu_0$ and $l$. Since coherency was the principle underlying our definition of a semi-conjugate prior, it should not be affected by changes in the parameterization. Therefore, the combination of (4.2) with the marginal prior on $\beta$, resulting from (3.4), namely

$$p(\beta) = p_S^k(\beta | \mu, \tilde{\beta}, \mu, A).$$  \hspace{1cm} (4.3)

is still semi-conjugate for $(\beta, \delta)$ in (4.1). The implied marginal density of $\delta$ is nonzero over $(0, (\nu + k)/f)$ and the conditional densities of $\beta$, given values of $\delta \in (0, (\nu + k)/f)$, are nonzero over ellipsoids $(\beta - \tilde{\beta})' A (\beta - \tilde{\beta}) < ((\nu + k)/\delta) - f$.

The semi-conjugate structure in (4.2)-(4.3) puts a lower bound $f / (\nu + k)$ on the variance parameter $\gamma$ and allows $\beta$ values far from the prior mean (in
the metric induced by A) only for large values of \( y \), i.e. for noisy data processes. Contrary to the case considered in the previous section, the hyperparameters of the prior do not appear in the data density, so that there is room for prior elicitation. Apart from the obvious restrictions that A be PDS, \( \mu > 0 \) and \( f > 0 \), there is however, an upper bound on the degrees of freedom in (4.3) induced by (4.2), namely \( \mu < v \). If the model in (4.1) has relatively fat tails, then the prior on \( \beta \) must have even fatter tails (with a difference of more than k degrees of freedom). In addition, we assume that \( \mu > 2 \), which provides us with an easy way of eliciting the hyperparameters \((\mu, f, \bar{\beta}, A)\) in the t-beta prior (4.2)-(4.3), given values of \( v \) chosen for the data density. Indeed, from (4.3) we can then directly assign values to \( \mu \), \( \bar{\beta} \) and \( A \), given \( f \), based on the prior mean and variance of \( \beta \) and the desired tail behaviour (e.g. through the existence of prior moments). More importantly, a choice for \( f \) can then be made on the basis of the prior mean for the variance parameter \( \gamma \) implied by (3.4):

\[
E(\gamma) = \frac{v+k-2}{(v+k)(\mu-2)} f. \tag{4.4}
\]

So, provided we are willing to choose \( \mu > 2 \) and to accept more than \( \mu+k \) degrees of freedom for the multivariate t errors, we have an entirely analytical marginal posterior analysis for \( \beta \) and we know both prior and posterior means of \( \gamma \).

In particular, we obtain for \( \beta \) the Student t posterior

\[
p(\beta|y) = p_\beta(\beta|\mu_*, \beta_*, f_*, A_*). \tag{4.5}
\]

where the hyperparameters \( A_*, \beta_* \) and \( f_* \) are defined in Section 2 and \( \mu_* = \mu + n \). The posterior mean of \( \gamma \) will be given by

\[
E(\gamma|y) = \frac{1}{v+k} \left[ f + \frac{v-\mu+\text{tr}(AA_*^{-1})}{\mu_*^2} f_* \right] \tag{4.6}
\]
from the t-F posterior density of \((\beta, \sigma^2)\). However, the t-beta prior in (4.2)-(4.3) is only semi-conjugate, so that the conditional posterior density of \(\delta\) is no longer in a simple beta form, but is given by

\[
p(\delta | \beta, y) = \left[ 1 + \frac{g_\beta}{d_\beta} \right]^{-\frac{\nu+2}{2}} \left[ 1 + \frac{g_\beta}{\nu+1} \delta \right]^{-\frac{\nu+2}{2}} P_B \left[ \frac{\delta}{2}, \frac{\nu-\frac{\mu}{2}}, \frac{\nu+k}{d_\beta} \right],
\]

on the support \((0, (\nu+k)/d_\beta)\), where we have defined

\[
g_\beta = (y-X\beta)'(y-X\beta)^{-1}. \tag{4.8}
\]

Remark that the density in (4.7) can also be written as proportional to a product of a beta and an inverted beta kernel. In particular, we can single out the beta density corresponding to the prior \(p(\delta | \beta)\) in (4.2) to obtain:

\[
p(\delta | \beta, y) \propto p(\delta | \beta) P_B(\delta | \nu + k/2 - 1, n/2 + 1, \nu + k/g_\beta), \tag{4.9}
\]

where the correct support is induced by the prior. Note that, for \(\delta = y^{-1}\), the Student t model (4.1) can be presented as a mixture of Normal distributions \(P_N(y | X\beta, [(\nu+k)/z\delta]V)\) with the mixing density

\[
p(z | \beta, \delta) = P_G(z | \nu + k/2, 1/2), \tag{4.10}
\]

independent of \((\beta, \delta)\). If we define the inverted scale parameter \(\xi = \delta z/ (\nu + k)\), which is the counterpart of \(\varphi^2\) in Section 2, then the prior density (4.2)-(4.3) and the mixing density (4.10) correspond to a Normal-gamma prior for \((\beta, \xi)\) [i.e. (4.2)-(4.3) is semi-conjugate] and to

\[
p(z | \beta, \xi) = P_G(z - \xi d_\beta | \nu - \mu/2, 1/2), \tag{4.11}
\]

which is only nonzero when \(z > \xi d_\beta\), i.e. in the support of \((\beta, \delta)\), and implicitly imposes the other prior constraint that \(\mu < \nu\). Clearly, now \(z\) depends on \(\xi\), given \(\beta\), which results in a difference between prior and posterior functional forms for \(\delta\) in (4.2) and (4.9), respectively.
5. Concluding Remarks

In the general case of a linear regression model with errors distributed as a scale mixture of multivariate Normal densities, we have defined a semi-conjugate prior structure as the prior which, under a certain transformation, corresponds to the Normal-gamma (i.e., conjugate) prior for the Normal regression model. Since the transformation used does not affect the regression coefficient vector, any semi-conjugate prior leads to the same Student t marginal prior and posterior densities for this vector as in the reference case of a Normal regression model with conjugate prior.

Focusing on multivariate Student t errors in particular, the semi-conjugate prior (4.2)-(4.3) allows us to conduct a fully analytical marginal posterior analysis of the regression coefficients under informative (i.e., non-diffuse) prior assumptions. In addition, we can easily evaluate the posterior mean of the variance parameter $\gamma$.

The price to pay for this is that we have to restrict ourselves to a specific subset of the parameter space $\mathbb{R}^k \times \mathbb{R}_+$. The latter is a direct analogue of the pitfalls usually encountered in the natural conjugate framework for Normal models. These pitfalls can generally lead to a deceptively strong influence of the prior (see Richard 1973, p. 181), if we do not carefully assess all its (implicit) consequences.

Of course, our definition of semi-conjugate prior densities in Section 2 was formulated in terms of a broader class of elliptical models in (2.2), but it is by no means obvious that a semi-conjugate prior exists for any specific member of this class. For example, we have found the semi-conjugate t-beta prior for the multivariate t model, but only when the amount of degrees of freedom exceeds the dimension of the regression coefficient vector. Once we are willing to accept the latter restriction, we can analytically obtain the marginal posterior density of $\beta$ and the posterior mean of the variance, which will suffice for most practical purposes. However, implicit restrictions on our semi-conjugate prior structures should not be overlooked.

Due to its internal coherency and its ensuing invariance with respect to reparameterizations, the concept of semi-conjugate prior densities seems
intuitively appealing. It is also relatively easy to check and has inter-
teresting consequences [(i)-(iii) in Section 2]. It only coincides with
one of the three definitions of "conjugate" mentioned in the introduction,
namely the linearity of posterior expectations for the regression coeffi-
cients. Fully preserving the functional form of the prior typically seems
a hopeless cause outside the exponential framework, and we do not suggest
taking the same functional form as the likelihood in these cases. The
latter property, rather useless in itself, is traded in for the possibili-
ty to conduct analytical inference on part of the parameters. In addition,
we feel that the semi-conjugate concept has considerable scope for theore-
tically interesting results.
Appendix A. Probability density functions

A.1. Definitions

A $k$-variate Normal density on $x \in \mathbb{R}^k$ with mean vector $b \in \mathbb{R}^k$ and PDS $k \times k$ covariance matrix $C$:

$$p_N^k(x|b,C) = \left[\left(2\pi\right)^k |C|\right]^{-\frac{1}{2}} \exp\left(-\frac{1}{2}(x-b)'C^{-1}(x-b)\right).$$

A $k$-variate Student t density on $x \in \mathbb{R}^k$ with $r > 0$ degrees of freedom, location vector $b \in \mathbb{R}^k$ and PDS $k \times k$ precision matrix $A$:

$$p_S^k(x|r,b,A) = \frac{\Gamma\left(\frac{r+k}{2}\right)}{\Gamma\left(\frac{r}{2}\right) \sqrt{(2\pi)^r |A|^{\frac{1}{2}}}} \left[1 + \frac{1}{r}(x-b)'A(x-b)\right]^{-\frac{r+k}{2}}.$$

A gamma density on $z > 0$ with $e,f > 0$:

$$p_G(z|e,f) = z^{e-1} e^{-1} \exp(-fz),$$

which becomes a $\chi^2$ for $e = \frac{v}{2}$ and $f = \frac{1}{2}$.

A beta density on $v \in (0,c)$ with $a,b > 0$:

$$p_B^a(v|a,b,c) = \frac{\Gamma(a+b)}{c \Gamma(a) \Gamma(b)} \left(\frac{v}{c}\right)^{a-1} \left(1-\frac{v}{c}\right)^{b-1}.$$

A three-parameter inverted beta or beta prime density on $w > 0$ with $a,b, c > 0$ (see Zellner 1971, p. 376):

$$p_{IB}^a(w|a,b,c) = \frac{\Gamma(a+b)}{c \Gamma(a) \Gamma(b)} \left(\frac{w}{c}\right)^{(a+b)-1} \left(1+\frac{w}{c}\right)^{-(a+b)},$$

a special case of which is an $F$ density:

$$p_F^a(w|\nu_1,\nu_2) = p_{IB}\left[\frac{\nu_2}{2}, \frac{\nu_1}{2}, \frac{\nu_2}{\nu_1}\right].$$
An m-0 poly-t density has a kernel which is composed of the product of m Student t kernels, whereas an m-n poly-t density is defined as the ratio of an m-0 poly-t to an n-0 poly-t density. Such densities, based on the work of Dickey (1968), are presented in Drèze (1977), whereas algorithms for their analysis are discussed in Richard and Tompa (1980).

A.2. Some properties

\[ p_N^k(x|b, \frac{1}{v} A^{-1}) p_G^e(v|\frac{e}{2}, \frac{f}{2}) = \]
\[ = p_S^k(x|e, b, \frac{e}{2} A) p_G^e(v|\frac{e+k}{2}, \frac{f+(x-b)'A(x-b)}{2}) \]  
(A.1)

\[ p_S^k(x|a+e, b, \frac{a+e}{a+\bar{f}} A) p_{IB}^e(v|\frac{e-\bar{f}}{2}, \frac{a+\bar{f}}{a}) = \]
\[ = p_S^k(x|e-\bar{f}, b, \frac{e-\bar{f}}{2} A) p_{IB}^e(v|\frac{k+e-\bar{f}}{2}, \frac{a+\bar{f}}{a}, \frac{f+(x-b)'A(x-b)}{a}) \]
\[ -a < \bar{f} < e. \]  
(A.2)

If \( p(v,z) = p(v)p(z) = p_G^e(v|\frac{c}{2}, \frac{d}{2}) p_G^e(z|\frac{e}{2}, \frac{f}{2}) \) and \( w = \frac{v}{z} \) (h is a positive constant), then

\[ p(w,z) = p_{IB}^e(w|\frac{e}{2}, \frac{c}{2}, \frac{f h}{d}) p_G^e(z|\frac{c+e}{2}, \frac{f h + d w}{2}). \]  
(A.3)

This is a simple generalization of the well-known theorem that the ratio of two independent \( x^2 \) variables (both divided by their degrees of freedom) has an F distribution.

If \( p(w) = p_{IB}^e(w|a,b,c) \) and \( v = \frac{1}{w} \), then

\[ p(v) = p_{IB}^e(v|b, a, \frac{1}{c}). \]  
(A.4)

If \( p(w) = p_{IB}^e(w|a,b,c) \) and \( v = \frac{a}{bc} w \), then

\[ p(v) = p_F(v|2b, 2a). \]  
(A.5)

\[ p_N^k(x|b, \frac{a}{ws} A^{-1}) p_G^e(w|\frac{e-\bar{f}}{2}, \frac{f s}{2a}) p_G^e(s|\frac{a+\bar{f}}{2}, \frac{g}{2}) = \]
\[ p_S(x|e-\lambda, b, \frac{e-\lambda}{f} A) \cdot p_{IB}(w|\frac{a+\mu}{2}, \frac{k+\mu}{2}, \frac{ag}{f+(x-b)'A(x-b)}) \times \\
p_G(s|\frac{k+e+a}{2}, \frac{ag+[f+(x-b)'A(x-b)]w}{2a}) \quad -a < \lambda < e. \quad (A.6) \]

\[ p^n_N(y|x\beta, \sigma^{-2} \nu) \cdot p^k_N(\beta|\bar{\beta}, \sigma^{-2} \nu^{-1}) \cdot p_G(\sigma^2|\frac{e}{2}, \frac{f}{2}) = \\
= p^n_N(\beta|\beta_*, \sigma^{-2} \nu^{-1}) \cdot p_G(\sigma^2|\frac{e}{2}, \frac{f}{2}) \cdot p_S(y|x\beta, \sigma^{-2} \nu^{-1})^{-1}, \quad (A.7) \]

where:

\[ \epsilon_* = e+n, \quad A_* = A + X'V^{-1}X, \quad \beta_* = A_*^{-1}(A\bar{\beta} + X'V^{-1}y) \]

\[ f_* = f + \bar{\beta}'A\bar{\beta} + y'V^{-1}y - \beta_*A_\beta \beta_* = f + (y-X\bar{\beta})'(V+XA^{-1}X')^{-1}(y-X\bar{\beta}). \]

This identity summarizes the standard Bayesian calculations in the case of Normal linear regression with Normal-gamma (i.e. conjugate) prior. See also Raiffa and Schlaifer (1961, p. 58).

Appendix B. Posterior corresponding to Zellner's (1976) model and a t-F prior

Consider the data density

\[ p(y|\beta, \tau^2) = p^n_S(y|\nu_0, X\bar{\beta}, \tau^2 V^{-1}) = \int_0^\infty p^n_N(y|x\beta, \frac{\nu_0}{z}\frac{1}{2})\cdot p_G(z|\frac{\nu_0}{2}, \frac{1}{2}) \text{d}z, \]

and the prior density [using the hyperparameters \((\nu_0, \lambda, \mu, f, \bar{\beta}, A)\)]

\[ p(\beta, \tau^2) = p^k_S(\beta|\nu, \bar{\beta}, \lambda A) \cdot p_{IB}(\tau^2|\frac{\nu_0+\lambda}{2}, \frac{k+\mu}{2}, \frac{\nu_0}{d_\beta}). \]

When expressed in terms of \(\sigma^2 = (\tau^2)^{-1}\) and using (3.7), these densities strictly correspond to (3.4). According to (A.6) one can write

\[ p(\beta, \tau^2) = \int_0^\infty p^k_S(\beta|\bar{\beta}, \frac{\nu_0}{\nu\tau^2} A^{-1}) \cdot p_G(\tau^2|\frac{\mu}{2}, \frac{f}{2\nu_0} \cdot \nu) \cdot p_G(\nu|\frac{\nu_0+\lambda}{2}, \frac{1}{2}) \text{d}\nu. \]
Now \( p(y, \beta, \tau^2) = p(y|\beta, \tau^2) p(\beta, \tau^2) \) can be treated as a marginal density from the joint density

\[
p(y, \beta, \tau^2, z, v) = P_N(y|x, \beta, \frac{\nu_0}{z\tau^2}, v) P_N(\beta|\bar{\beta}, \frac{\nu_0}{\nu_2}, A^{-1}) P_G(\tau^2|\frac{M}{2}, \frac{f}{2\nu_0}, v)
\]

\[
\times P_G(v|\frac{\nu_0 + l}{2}, \frac{1}{2}) P_G(z|\frac{\nu_0}{2}, \frac{1}{2})
\]

where \( v \) and \( z \) are (marginally) independent. Replacing \( v \) by \( \lambda = \frac{v}{z} \), with the use of (A.3), and applying (A.7) conditionally on \( (\lambda, z) \), one obtains the following factorization:

\[
p(y, \beta, \tau^2, z, \lambda) = p(\lambda) p(z|\lambda) p(\beta, \tau^2|y, z, \lambda) p(y|z, \lambda)
\]

where

\[
p(\lambda) = P_{IB}(\lambda| \frac{\nu_0}{2}, \frac{\nu_0 + l}{2}, 1),
\]

\[
p(z|\lambda) = P_G(z|\frac{2\nu_0 + l}{2}, \frac{1+\lambda}{2}),
\]

\[
p(\beta, \tau^2|y, \lambda, z) = P_N(\beta|\bar{\beta}, \frac{\nu_0}{z\tau^2}, M_{\lambda}^{-1}) P_G(\tau^2|\frac{M_{\lambda}}{2}, \frac{f_{\lambda} z}{2\nu_0}),
\]

\[
p(y|z, \lambda) = P_S(y|\mu, x\bar{\beta}, f_{\lambda}(\lambda V + XA^{-1} X')^{-1}) = p(y|\lambda),
\]

\[
M_{\lambda} = X'V^{-1}X + \lambda A, \quad \beta_{\lambda} = M_{\lambda}^{-1}(\lambda A\bar{\beta} + X'V^{-1} y),
\]

\[
f_{\lambda} = \lambda f + (y-x\bar{\beta})'(V + \frac{1}{\lambda} XA^{-1} X')^{-1}(y-x\bar{\beta}),
\]

and \( \mu_{\lambda} = \mu + n \).

Integrating out \( z \), with the use of (A.6), leads to

\[
p(y, \beta, \tau^2, \lambda) = P_S(\beta|\mu_{\lambda}, \beta_{\lambda}, \frac{\mu_{\lambda}}{f_{\lambda}}, M_{\lambda}) \times
\]

\[
p_{IB}(\tau^2|\frac{\nu_0 (1+\lambda)}{2}, \frac{\nu_0 + \mu_{\lambda}}{2}, \frac{\nu_0 (1+\lambda)}{f_{\lambda} + (\beta - \beta_{\lambda})' M_{\lambda} (\beta - \beta_{\lambda})}) p(y|\lambda) p(\lambda).
\]

(B.1)
Using (A.4) and (A.2), one can equivalently write

\[ p(y, \beta, \sigma^2, \lambda) = p_{SB}(\beta \mid 2\nu_0 + \mu_\lambda, \beta_\lambda, \frac{2\nu_0 + \mu_\lambda}{\nu_0 \sigma^2 (1+\lambda) + f_{\lambda}} M_\lambda) \times \]

\[ p_{IB}(\sigma^2 \mid \frac{\mu_\lambda}{2}, \frac{\nu_0}{2}, \frac{f_{\lambda}}{\nu_0 (1+\lambda)}) p(y \mid \lambda) p(\lambda). \]  

(B.2)

Note that, conditionally on \( y \) and \( \lambda \), \((\beta, \sigma^2)\) has a t-F distribution, thus the posterior density \( p(\beta, \sigma^2 \mid y) \) is a continuous mixture of t-F densities with the following mixing density:

\[ p(\lambda \mid y) \propto p(y \mid \lambda) p(\lambda) \propto \left| M_\lambda \right|^{-\frac{1}{2}} f_{\lambda}^{-1} - \frac{2\nu_0 + \mu_\lambda}{2} - \frac{2\nu_0 + \mu_\lambda}{2} (1+\lambda). \]

The first factor on the r.h.s. of (B.1) equals \( p(\beta \mid y, \lambda) \), and the second factor on the r.h.s. of (B.2) is \( p(\sigma^2 \mid y, \lambda) \). For \( \lambda=0 \), implying that \( \mu = \nu_\alpha \) in Zellner's notation, these two densities, as well as \( p(\lambda \mid y) \), are expected to correspond strictly to those obtained by Zellner (1976, appendix). Yet, they differ, mainly in degrees-of-freedom parameters. These differences are caused by slight errors in Zellner's calculations. After his (A.5), Zellner states that the Jacobian of the transformation from \( (\sigma^2, \tau, \theta) \) to \( (\sigma^2, \tau, \lambda) \), where \( \lambda = \tau^2 / \theta^2 \), is proportional to \( \lambda^{3/2} / \tau \); obviously, it is proportional to \( \tau / \lambda^{3/2} \). (Differences in notation: Zellner's \( \tau, \theta \) and \( \nu_s \) are equal to our \( z \), \( v \) and \( f_{\lambda} \), respectively; thus, Zellner's \( \lambda = \tau^2 / \theta^2 \) is the same as our \( \lambda = v / z \). In addition, the factorization of Zellner's (A.8a) into (A.8b) and (A.8c) is not fully correct; (A.8c) should be divided by \( [(1+\lambda)\nu_0] / [\nu_s^2 + g(\lambda)] \), from the normalizing constant of (A.8b). When one takes into account the true value of the Jacobian and the correct factorization of \( p(\sigma^2, \lambda \mid y) \), one will obtain the same \( p(\sigma^2 \mid y, \lambda) \) and \( p(\lambda \mid y) \) as we do for \( \lambda=0 \). The remaining differences are due to obvious misprints; in Zellner's formula for \( c_\lambda \) after (A.9), \( \beta' A \bar{\beta} \) should be multiplied by \( \lambda \), as it is in his (A.4), and the exponent of \( (1+\lambda) \) in (A.10) should read \( -\nu_0 \), not \( \nu_0 \). Correcting these misprints one obtains from Zellner's (A.10) the same \( p(\beta \mid y, \lambda) \) as ours for \( \lambda=0 \).
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