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Abstract
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1. INTRODUCTION

Consider the unanimity game $G_1$, which is a game of pure coordination, without conflict of interest. The game has two strict Nash equilibria, $(H,H)$ and $(L,L)$, and one in mixed strategies. Till recently, there were not many convincing reasons, from a purely non-cooperative standpoint, for excluding the sub-optimal equilibrium $(L,L)$. It has been argued (see for example, Farrell, 1988) that players could signal their intent to play $H$ by pre-play communication. However, these stories are not fully convincing since it is always a Nash equilibrium for both players to ignore such communication. A second problem was pointed out by Aumann (1990), using the stag hunt example, where a player would like to claim that he intends to "hunt the stag", even if he intends to "hunt the hare".

Recent work has applied evolutionary arguments to obtain positive efficiency results - see Sobel (1993) for an excellent survey. In this setting pairs of players are randomly drawn from a large population. The players exchange costless messages, and then play $G_1$. In this framework, cheap talk de-stabilizes the inefficient outcome, since it allows players to signal their intention to move to the efficient outcome costlessly. The basic idea behind these models is the following. Suppose that all players in the population are playing strategy BAD: choosing message 1 and playing $L$ irrespective of the message. Let a small fraction of the population switch to the strategy REFORMER. REFORMER sends a different message, message 2, and responds to message 1 by choosing $L$, and to message 2 by choosing $H$. When REFORMER is matched against BAD, it gets a payoff of 1, and hence does as well as BAD does against itself. When REFORMER is matched against itself, it gets a payoff of 2, which is strictly greater than the payoff of BAD when matched against REFORMER. Since REFORMER has a higher payoff than BAD in the mixed population, natural selection ensures that REFORMER drives out BAD, so that the population ends up playing the efficient outcome, $(H,H)$.

This argument shows that the strategy BAD is unstable in a very strong sense -
it takes but a single arbitrarily small mutation, introducing REFORMER into this population, and natural selection does the rest of the work in eliminating BAD. BAD fails to be Lyapunov stable or neutrally stable. We can therefore be confident that BAD will be eliminated in a relatively short time. Unfortunately, this is not true in general. As section 2 of this paper makes clear, there are very many inefficient strategies which are neutrally stable, and which cannot therefore be eliminated quickly. An example of such a strategy is DICTATOR, which sends message 1, and plays L in response to message 1, but punishes any deviant message by playing the mixed strategy (2/3 L, 1/3 H). REFORMER gets a payoff on only 2/3 against DICTATOR, and hence cannot invade a population playing DICTATOR. To rule out DICTATOR (and other inefficient strategies) one must rely upon drift. Starting from a population which plays DICTATOR, let a small fraction switch, due to random mutation, to playing BAD. BAD and DICTATOR have equal payoffs in this mixed population. Hence, with many mutations, the proportion of BAD can increase in this population, until DICTATOR is eliminated. At this point REFORMER can enter and displace BAD. Formally, DICTATOR is neutrally stable but does not belong to an Evolutionary Stable set (or asymptotically stable set) of strategies.

This mechanism based on drift is problematic since it can take a long time, due to it reliance upon the accumulation of small random mutations. Inefficient outcomes can therefore persist for very long periods of time before they are eliminated. For example, if in each period a fraction \( \epsilon \) of the population switch randomly from one strategy to another (eg. from DICTATOR to BAD or vice-versa), the expected time before a population playing DICTATOR switches to BAD is of the order \( 1/\epsilon^2 \). This problem is acknowledged by Kim and Sobel (1994, p13): "the arguments in our proofs suggest that convergence (to a stable set) could be slow...the population could remain at an inefficient outcome for a long time." In our view, slow convergence is a serious problem in the human context; the pace of technological and social change is such that the underlying game may itself change
before inefficiency is eliminated.

A second problem with the existing literature is that existence results are very weak. Kim and Sobel (1994) obtain existence results only for games of common interest. Thus ES sets do not exist for games such as the battle of the sexes. Here again, drift plays an important role in destabilizing equilibria.

This paper asks, can we expect the fast evolution of efficiency in games with pre-play communication? We operationalize this notion by not relying upon drift for the purposes of eliminating inefficient outcomes - we seek to get our efficiency results by showing that inefficient outcomes are unstable, i.e. not neutrally stable. (We do not however weaken our existence requirements, since our existence results are obtained using the criterion that equilibrium strategies belong to ES sets). If a strategy fails to be neutrally stable, it only requires a single arbitrarily small mutation which introduces the superior strategy. The unstable strategy will then be eliminated purely due to its lower payoff, without requiring any further mutation. As section 2 of this paper makes clear, neutral stability does not imply efficiency even when the underlying game is as simple as G1. In part the problem arises because behavior at unreached information sets (actions after unused messages in our context) is not subject to any selection pressure. We therefore perturb the cheap talk game, and consider two different types of perturbation. The first perturbation is familiar, and is in the spirit of Selten (1975, 1983) - players make mistakes in choosing messages, so that all messages are chosen with positive probability. This perturbation allows us to get positive efficiency results for 2x2 games - we show that if a strategy is neutrally stable, it must be approximately efficient (i.e. the payoff converges to the efficient payoff as mistakes go to zero). Unfortunately the efficiency result does not generalize when the underlying game has three or more actions per player.

This leads us to consider a second, novel perturbation. We introduce noise in the transmission of messages - when player 1 sends message m, there is a small
probability that player 2 receives a different message, say message $m'$. When this happens, the sender is not aware that player 2 has indeed received message $m'$. This noise creates the possibility of a mis-understanding, since neither the messages sent nor the messages received are mutual knowledge between the players. Noise has powerful effects, and dramatically restricts the set of Nash equilibria of the cheap talk game. This allows us to prove a strong exact efficiency result in general games - in any game satisfying a regularity assumption, inefficient outcomes fail to be neutrally stable. Our formulation of noise is of independent interest, even outside the evolutionary context. Noise has such powerful effects in restricting the equilibrium set essentially because the sequential equilibrium correspondence of the cheap-talk game fails to be lower-hemicontinuous in the level of noise at the point of zero noise.

We also obtain stronger existence results than the existing literature. We require that efficient outcomes be asymptotically stable, i.e. elements of Evolutionary Stable sets. These perturbations also allow us to get stronger existence results than usual. In either formulation, if the underlying game has a Nash equilibrium which is efficient (i.e. maximizes the sum of payoffs of the two players), this outcome belongs to an Evolutionary stable set. Thus we ensure existence in games such as the battle of the sexes. Our results imply that inefficient outcomes will be destabilized quickly (by a single mutation), and once the population coordinates on an efficient outcome, it stays there.

The organization of the rest of this paper is as follows. Section 2 sets out the basic model of pre-play communication, in the absence of mistakes or noise. We review the efficiency results obtained by others, and discuss the reasons why inefficient outcomes may be neutral stable. We show that if one does not want to rely on drift, and allow for randomized actions, we need to assume that players have infinitely many messages at their disposal. Section 3 introduces mistakes in the spirit of Selten. Section 4 discusses the effects of noise. Section 5 shows
that our assumption that players have infinitely many messages is important, by
providing an inefficiency result with finite message sets. The final section
concludes.

2. THE BASIC CHEAP TALK GAME

Let the underlying game, $G = \langle \{1, 2\}, A_1, A_2, u_1, u_2 \rangle$ be a finite two-player normal
form game, where 1 and 2 are the two roles in the game, $A_1$ and $A_2$ are finite action
sets, $A = A_1 \times A_2$, and $u_i : A \rightarrow \mathbb{R}$, $i = 1, 2$ are the payoff functions, which are extended
to the set of mixed action profile $\Delta A_1 \times \Delta A_2$, by taking expected payoffs. The
underlying game $G$ defines an asymmetric contest (see Selten, 1980 or van Damme
1991). A behavior strategy in this asymmetric contest is a pair $\alpha = (a_1, a_2) \in
\Delta A_1 \times \Delta A_2$. The payoff of strategy $\alpha$ against strategy $\beta$ is:

$$u(\alpha, \beta) := \frac{1}{2} [u_1(a_1, \beta_2) + u_2(\alpha_2, \beta_1)]$$

(2.1)

An action pair $a^* \in A$ is utilitarian or efficient if $a^*$ is an action pair
which maximizes the ex-ante expected payoff for each of a pair of players, before
the roles are assigned, i.e. if $u(a^*, a^*) \geq u(a, a)$ $\forall a \in A$.

$G$ is compatible if it has a strict Nash equilibrium which is utilitarian i.e.
$\exists a^* = (a_{1}^*, a_{2}^*)$ which is utilitarian, such that $u_{i}(a^*) > u_{i}(a_{j}, a_{j}^*)$, $\forall a_{i} \in A_{i}, i = 1, 2,$
$j = 1, 2$.

$G$ is of common interest if it has a unique weakly Pareto-efficient action
pair, i.e. $\exists a \in A$: $u_{1}(a) > u_{1}(a)$ and $u_{2}(a) > u_{2}(a)$ $\forall a \in A - \{a\}$.

In asymmetric contests, the utilitarian notion of efficiency is clearly more
appropriate than the Paretoian notion, since ex-ante players may occupy either role.
Note that if $G$ is of common interest then it is compatible. The converse is not
true as the game $G_2$ shows. Existing results usually apply to common interest games,
whilst our results will apply to the larger class of compatible games.

The cheap talk game, $G^*$, associated with $G$, is as follows. Players are
randomly drawn from a large (infinite) population, and paired. Each player is
assigned a role, i.e. role 1 or role 2. Each player sends a message from a set of messages, M. The set M may be finite or countably infinite, but contains at least two elements. After these messages are exchanged, the players play G. Payoffs in the cheap talk game, G*, do not depend upon the messages exchanged and depend only upon the actions taken in G.

A local behavior strategy in role 1, \( x_1 \), is a pair \( (\sigma_1, \theta_1) \) where \( \sigma_1 \in \Delta M \), and \( \theta_1: M \times M \rightarrow \Delta A_1 \). A behavior strategy in the cheap talk game, \( \pi \), is a pair \( (x_1, x_2) \). \( x \) can also be written as the pair \( (\sigma, \theta) \), where \( \sigma = (\sigma_1, \sigma_2) \) and \( \theta = (\theta_1, \theta_2) \). Let \( S \) denote the set of behavior strategies in \( G \). The expected payoff of strategy \( x \) against \( x' = (\sigma', \theta') \) is given by:

\[
\begin{align*}
\sum_{\delta_1, \delta_2} \sigma_1 \left( m_1, m_2 \right) \theta_1 \left( m_1, m_2 \right) & \sum_{\delta_2} \theta_2 \left( m_1, m_2 \right) \left( m_1 \right) \delta_2 \left( m_1, m_2 \right) \delta_1 \left( m_1 \right) \\
\sum_{\delta_1, \delta_2} & \sigma_2 \left( m_1, m_2 \right) \theta_2 \left( m_1, m_2 \right) \left( m_1 \right) \delta_2 \left( m_1, m_2 \right) \delta_1 \left( m_1 \right)
\end{align*}
\]

The expected payoff of strategy \( x \) in a mixed population where fraction \( (1-\epsilon) \) play \( x \) and fraction \( \epsilon \) play \( y \) is given by:

\[
u (x; (1-\epsilon)x + \epsilon y) = (1-\epsilon) \nu (x, x) + \epsilon \nu (x, y)
\] (2.3)

Definition 2.1: \( x \in S \) is a neutrally stable strategy (NSS) if and only if there exists \( c', 0 < c' < 1 \), such that \( \forall \epsilon \in [0, c'] \) and \( \forall y \in S \):

\[
u (x; (1-\epsilon)x + \epsilon y) \geq \nu (y; (1-\epsilon)x + \epsilon y)
\] (2.4)

Remark: In games with a finite number of pure strategies (i.e. where \( S \) is finite dimensional), definition 2.1 is equivalent to 2.1':

Definition 2.1': If \( S \) is finite dimensional, \( x \) is a NSS iff \( \forall y \in S \):

\[
u (x, x) \geq \nu (y, x)
\]

\[
u (y, x) = \nu (x, x) \Rightarrow \nu (x, y) \geq \nu (y, y)
\]

van Damme (1991) shows that in finite games, any NSS satisfying definition (2.1') has a uniform invasion barrier. The equivalence of the two definitions does not extend to games where the set of pure strategies is countably or uncountably
infinite. For example, consider an \( x \) such that \( \forall y, u(x,x) > u(y,x) \) so that \( x \) is a strict Nash equilibrium and hence satisfies (2.1'). Nevertheless, there may be a sequence \( \langle y_n \rangle \), such that the limit of \( u(y_n,x) \) equals \( u(x,x) \), while the limit of \( u(y_n,y_n) \) is strictly greater than the limit of \( u(x,y_n) \). In this case there is no uniform invasion barrier \( \epsilon' \). See Bomze and Potscher (1989) and Bhaskar (1992) for further details.

**Definition 2.2** For \( x, y \in S \), \( x \mathcal{D} y \) if \( u(x,x) - u(y,x) \) and \( u(x,y) = u(y,y) \)

The symmetric binary relation \( \mathcal{D} \) formalizes our notion of drift. Note that if \( x \mathcal{D} y \) and \( z = \lambda x + (1-\lambda)y \) for \( \lambda \in [0,1] \), \( z \mathcal{D} x \). Hence if the population starts at \( x \), and \( y \mathcal{D} x \), the accumulation of small mutations can cause the population to drift to \( y \). Even if \( x \) is a NSS, \( y \) may not be so that the population can move far from \( x \). An Evolutionary Stable set (Thomas, 1985) is a closed set of NSS which is not vulnerable to drift.

**Definition 2.3** A closed set \( L \subseteq B \) is an Evolutionary Stable set (ES set) if

1) \( x \in L \Rightarrow x \) is a NSS

2) if \( x \in L \) and \( y \mathcal{D} x \), then \( y \in L \).

An ES set repels mutants from outside this set. If the population is playing any strategy in this set, and any mutant enters with fraction below \( \epsilon' \), the mutant has strictly lower payoff in the mixed population, and is driven out.

**Remark:** There is a close link between evolutionary stability and dynamic stability under the (mixed-strategy) replicator dynamics. Taylor and Jonker (1978) showed that evolutionary stable strategies are asymptotically stable.\(^3\) Bomze and van Damme (1992) show the converse with mixed strategy dynamics. These results extend naturally to the relation between ES sets and asymptotically stable sets, and the relation between neutrally stable strategies and Lyapunov stability (Thomas, 1985).\(^4\)

We state the following proposition without proof, since it is without claim to originality - it is essentially a translation of results obtained by others (Kim
and Sobel, 1994; Schlag, 1994) to our framework.

**Proposition 0**
1) $G^*$ has an ES set if and only if $G$ is of common interest.
2) If $G$ is of common interest, and $x$ belongs to an ES set of $G^*$, $x$ is utilitarian.

We have two remarks in this context.

**Remark 1:** (1) is extremely restrictive. Consider game $G_2$; since a player may be allotted either role, this has a unique ex-ante efficient outcome, $(T, L)$, which is also a strict Nash equilibrium. Nevertheless, the corresponding game with cheap talk fails to have an ES set. The actions of players after unsent messages is not subject to selection pressure, and therefore drift destabilizes the outcome $(T, L)$. We discuss this game in more detail in the next section.

**Remark 2:** (1i) does not apply if ES set is replaced by neutral stability, i.e. inefficient outcomes can be neutrally stable. This is true even in the simplest case of a $2 \times 2$ unanimity game $G_1$ if we consider mixed strategies. There are two distinct reasons why inefficient outcomes may be neutrally stable even in $G_1^*$.

**No unused messages:** If $M$ is finite with cardinality $|M|$, there may be no unused messages for a mutant to use. Consider the strategy BABBLE; this randomizes with equal probability between all messages and chooses $L$ after every message, with a payoff of 1 against itself. Any mutant which plays $H$ against itself (such as the strategy REFORMER discussed in the introduction) is not a best response to BABBLE since its payoff against BABBLE is $1 - 1/|M|$, which is strictly less than 1. This problem can be solved only if $M$ contains (at least) a countable infinity of messages. In this case, given any incumbent strategy, arrange the messages according to the probability with which they are used. For every $\delta > 0$, there exists $N(\delta)$ such that messages greater than $N(\delta)$ are used with total probability less than $\delta$. We now show that BABBLE cannot be a NSS, since there is no uniform invasion barrier $e'$. Given any $\epsilon' > 0$, let $\delta(\epsilon') = \epsilon'/\left(1 - \epsilon'\right)$, and let
REFORMER use messages greater than \( N(\delta(\varepsilon')) \). It is easy to verify that REFORMER does strictly better than BABBLE in the mixed population.

It is clear that if one wants to get strong efficiency results using neutral stability, one must allow for infinitely many messages, so that there are always messages available which are used with almost no probability. Indeed, given any incumbent strategy, all but a finite number of messages are used with almost no probability, so that in this case "most" messages can be used by mutants to signal to each other. We do not find the assumption that agents have infinite message sets unreasonable, at least in the context of human interaction. Note that the literature which seeks to refine cheap-talk equilibria has to make even stronger assumptions in order to get results - Farrell (1993) for example assumes that message sets are "open-ended" so that there are always neologisms (new messages) which a player can create.

When we perturb the cheap talk game, for example by assuming that players make mistakes, all messages will be sent with positive probability at any strategy profile. The problem of a lack of unused messages arises even if we use stronger criteria such as ES set. In section 5 we show that infinite message sets are essential for efficiency results - with finite message sets we find that even ES sets can be inefficient.

Punishment of deviant messages: The second problem is that inefficient strategies (like regimes) can increase their longevity by punishing potential reformers - specifically by punishing deviant messages. Consider the strategy DICTATOR (which we discussed in the introduction). DICTATOR chooses message 1, and responds to message 1 by playing H, but plays \((2/3L;1/3H)\) after any deviant message. Any strategy which tries to signal using a different message is punished by DICTATOR, and gets a payoff of at most 2/3. DICTATOR thereby ensures that it cannot be invaded by a strategy like REFORMER.

DICTATOR uses a randomized punishment to punish REFORMER. Although this
punishment is not a NSS of the underlying game G, it is not subject to selection pressure, since deviant messages are never sent in a population playing DICTATOR. This suggests that if players make mistakes in sending messages, as in Selten (1975), DICTATOR may no longer be viable. We find that this is the case. Further, in 2x2 games, punishment of deviant messages is not possible since such punishments have necessarily to be via mixed strategies. However, in more general games, deviant messages can be punished by reverting to a strict Nash equilibrium of G. In this case mistakes have no effect, and we have to introduce noise in the transmission of messages in order to rule out punishing strategies.

Jointly-controlled randomization: The third problem is that players may use cheap-talk to generate (an inefficient) jointly controlled lotteries over the Nash equilibria of G. The simplest example (due to Kim and Sobel, 1992) is when the underlying game is G1. Let the set of messages be \{1,2\}, and consider the strategy JCL which sends message 1 with probability one-half and message 2 with probability one-half. If the messages exchanged coincide, the strategy plays L; if they differ, the strategy plays H. The payoff of JCL against itself is 1.5.

It is easy to show that JCL is not neutrally stable in the asymmetric contest if players can condition their strategies upon the role they fill. Consider the mutant which sends message 1 in role 1, and message 2 in role 2, but plays the same actions as JCL after exchanged messages. The payoff of this mutant against JCL is 1.5, but its payoff against itself is 2.6.

This observation is easily generalized. Suppose the G is a game of common interest over equilibria, i.e. a game where the Nash equilibria of G can be be Pareto ordered. Jointly controlled randomization over the Nash equilibria of G can never be a neutrally stable in G*. To see this, let the mutant simply choose the message pair which induces the best Nash equilibrium of G, and choose actions as JCL. Since all messages used by JCL must have the same payoff against JCL, the mutant is a best response to JCL which does strictly better against itself.
Consider the game G3, which is a game of common interest, but without common interest over equilibria - players have conflicting interests over the two inefficient equilibria (L,M) and (M,L), but these are Pareto-dominated by (H,H). Consider the strategy JCR which randomizes with equal probability between messages 1 and 2. If the realized messages coincide, JCR plays (L,M); if they are (1,2) or (2,1) JCR plays (M,L). If either player receives a message different from 1 or 2 (say message 3), the player plays M. The payoffs to various message combinations are shown in Fig. 4. If a mutant sends a message different from 1 or 2 in order to recognize each other and coordinate on (H,H), this mutant is punished by JCR. This can be verified from Fig. 4 which shows that the expected payoff to message 1 or 2 when playing against JCR is 1.5, whereas the expected payoff to message 3 is 1. Hence such a mutant cannot invade JCR.

JCR is a NSS of the cheap talk game. Furthermore, as we show in section 4, since JCR plays a jointly controlled lottery, it continues to be a NSS even in the game with noise. Nevertheless, the game G3 is exceptional, and JCR will not be a NSS of G3* if we perturb the payoffs in G3 slightly. The critical feature of this example is that the sum of payoffs to the two roles at (L,M) equals the sum at (M,L). Hence we can show that if the underlying game is generic, jointly controlled randomization will not be neutrally stable in the cheap talk game.

A strategy which performs a jointly controlled lottery, as in the example above, can be viewed as playing a mixed strategy over messages, where the payoffs are constructed using the Nash equilibria of G. Neutral stability of this strategy is therefore closely related to the neutral stability of mixed strategy Nash equilibria in asymmetric contests. Although mixed strategies are never evolutionary stable in asymmetric contests, (Selten, 1980), there exist examples of mixed strategies that are neutrally stable - for example, mixed strategy Nash equilibria of a constant-sum game. In a companion paper (Bhaskar, 1994, Theorem 2), I show that such examples are rare - if G satisfies a regularity condition, which is
generically satisfied, a mixed strategy equilibrium of $G$ cannot be neutrally stable. The same condition also rules out jointly controlled randomization in the cheap talk game.

Define the following:

If $a \in A$, let $u(a) := u_1(a) + u_2(a)$.

$\text{supp}(\sigma) := \{m \in M \times M: \sigma(m) > 0\}$

**REGULARITY ASSUMPTION** : The payoffs in the underlying game $G$ satisfy:

R1 *No payoff ties in equilibrium* : If $a = (a_1, a_2)$ is a pure strategy Nash equilibrium, $a$ is a strict equilibrium.

R2 Let $a, a', a'', a''' \in A$:

If $u(a) + u(a') = u(a'') + u(a''')$, then $a = a' = a'' = a'''$.

**Lemma 2.1** Let $G$ satisfy the regularity assumption:

1) any NSS of $G$ is in pure strategies.

11) If $x = (\sigma, \theta)$ is a NSS of $G^*$, where $\theta: M \times M \rightarrow A$, then $\theta$ is a constant function on $\text{supp}(\sigma)$.

**Proof** Part (i) of the lemma is proved in a companion paper (Bhaskar, 1994, lemma 3), where it is shown that if a mixed strategy $p = (p_1, p_2)$, $i.e.$ a NSS of the asymmetric contest only if payoffs in $G$ satisfy the following condition: consider the *restricted game* associated with $p$, i.e. the game where each player 1 has pure strategy set $\text{supp}(p_1)$, the set of pure strategies in the support of $p_1$. In the restricted game, consider any pair of pure strategies for player 1, $h$ and $i$, and any pair of pure strategies for player 2, $j$ and $k$. Payoffs in the restricted game must satisfy:

$$u(h, j) + u(i, k) = u(h, k) + u(i, j)$$

(2.5)

where $u(h, j)$ is the sum of the payoffs of the two players at the strategy combination $(h, j)$, and so on. Hence part (i) of the lemma follows.

In the case of jointly controlled randomization, if player 1 uses messages $h$ and $i$ with positive probability and player 2 uses messages $j$ and $k$, the payoffs to
these message combinations must satisfy (2.5). By the hypothesis of the lemma, these payoffs must be constructed using the pure action combinations of \( G \) so that there must be a combination which violates \( R_2 \).

Note that Lemma 2.1 does not restrict players actions after unsent messages, and hence does not rule out strategies which punish deviant messages. Hence perturbing the cheap talk game is essential if we are to rule out such punishments.

3. MISTAKES

We now allow for the possibility that players may make mistakes in sending messages. This ensures that all messages are sent with positive probability, so that there are no unsent messages. This formulation, of the "trembling-hand", was introduced by Selten (1975), in order to refine Nash equilibria. Selten (1983) extended the idea to the evolutionary context, suggesting the notion of "limit ESS" in order to alleviate the existence problems for ESS in extensive form games. In our paper mistakes will play a dual role: on the one hand, they help refine the set of neutrally stable strategies, by introducing selection pressure at information sets which are otherwise unreached. On the other hand, mistakes also restricts drift, thereby allowing ES sets to exist in a larger class of games.

Let \( M \), the set of messages be the set of natural numbers.

Let \( \mu = \left< \mu_n \right> \) be a probability measure on \( M \), with full support.

Let \( \eta > 0 \) be a small positive number.

The cheap talk game with mistakes, \( G_M(\eta) \), is as follows:

1. Players are randomly matched and assigned roles. Each player chooses a message from \( M \).

2. For each player, the chosen message is sent with probability \((1-\eta)\). With probability \( \eta \), the player makes a "mistake". Mistakes are independent across players. If the player makes a mistake, a message is selected from \( M \) by the probability measure \( \mu \), and the player sends this message.
3. Players observe each others messages, and choose randomized actions from $\Delta A_1$. Payoffs depend only on the actions chosen.

Note that $G^M(\eta)$ and $G^*$ have the same strategy sets, $S$, and $G^M(0) = G^*$. The payoff of strategy $x = (\sigma, \theta)$ against $x'=(\sigma', \theta')$ in $G^M(\eta)$ is:

$$\begin{align*}
u(x,x',\eta) &= \frac{1}{2} \sum_{m_1,m_2} \left[ \theta_1(m_1,m_2) \sigma_1(m_1) + \eta \mu(m_1) \right] \left[ (1-\eta) \sigma_2(m_2) + \eta \mu(m_2) \right] \\
&+ \frac{1}{2} \sum_{m_1,m_2} \left[ \sigma_2(m_1,m_2) \theta_1(m) \right] \left[ (1-\eta) \sigma_1(m_1) + \eta \mu(m_1) \right]
\end{align*}$$

(3.1)

The payoff of $x$ in the mixed population $(1-\epsilon)x + \epsilon y$ is:

$$\begin{align*}
u(x;(1-\epsilon)x+\epsilon y;\eta) &= (1-\epsilon) \nu(x,x,\eta) + \epsilon \nu(x,y,\eta)
\end{align*}$$

(3.2)

We want to define $x$ to be neutrally stable in $G^M$ if the payoff of $x$ is weakly greater than the payoff of any other strategy $y$, provided that $\eta$ and $\epsilon$ are both "small". Since we have two "perturbations", mistakes and mutations, the order in which we take limits could potentially be important. However, the results all our efficiency and existence results, in this section and the next, do not depend upon the relative importance of mistakes versus mutations. Accordingly, we provide two alternative definitions of both our solution concepts (NSS and ES sets), and prove our efficiency results using the weak definition of NSS, and our existence result with the strong definition of ES set.

Definition 3.1 (Weak Definition) $x \in S$ is a weak NSS of $G^M$ if $\exists \eta^* > 0 : \forall \eta \in (0, \eta^*)$, $\exists \epsilon'(\eta) : \forall \epsilon \in [0, \epsilon'(\eta)]$:

$$\nu(x;(1-\epsilon)x+\epsilon y;\eta) \geq \nu(y;(1-\epsilon)x+\epsilon y;\eta)$$

Definition 3.2 (Strong Definition) $x \in S$ is a strong NSS of $G^M$ if $\exists \epsilon' > 0$, $\eta^* > 0 : \forall \eta \in (0, \eta^*)$, $\forall \epsilon \in [0, \epsilon']$:

$$\nu(x;(1-\epsilon)x+\epsilon y;\eta) \geq \nu(y;(1-\epsilon)x+\epsilon y;\eta)$$

Observe that if $x$ is a strong NSS of $G^M$, it is a weak NSS. For our efficiency result, we shall prove that inefficient outcomes are not weak NSS.
Definition 3.3 \( D(\eta) \) y if and only if
\[ u(x,x,\eta) = u(y,x,\eta) \] and
\[ u(x,y,\eta) = u(y,y,\eta) \]

Definition 3.4 \( L \subseteq S \) is an weak ES set of \( G^M \) if
i) \( x \in L \Rightarrow x \) is a weak NSS of \( G^M \)
ii) if \( x \in L \) and \( y D(\eta) x \) for \( \eta \in (\eta',0) \), then \( y \in L \).

Definition 3.5 \( L \subseteq S \) is an strong ES set of \( G^M \) if
i) \( x \in L \Rightarrow x \) is a strong NSS of \( G^M \)
ii) if \( x \in L \) and \( y D(\eta) x \) for \( \eta \in (\eta',0) \), then \( y \in L \).

Observe that if \( L \) is a strong ES set of \( G^M \), it is a weak ES set. We shall use the strong version of ES set for our existence results.

Given \( a \in A \), we define the subset of \( S \), \( \Omega(a) \) as follows:
\[ \Omega(a) := \{ (\sigma, \theta) \in S : \theta(m) = a \forall m \in M \times M \} \]

**EXISTENCE**

We begin by proving our existence result, in proposition 1.

**PROPOSITION 1 (EXISTENCE)** If \( G \) is a compatible game, \( G^M \) has a strong ES set which induces the utilitarian outcome.

Proof Let \( a^* \) be the efficient strict Nash equilibrium of \( G \). We show that \( \Omega(a^*) \) is an ES set in \( G^M \) by the strong definition. Let \( x \in \Omega \) and \( \eta > 0 \). Let \( y \not\in \Omega \), implying that for some \( m \), \( y(m) \neq a^* \). Since \( a^* \) is a strict Nash equilibrium, \( u(y,x) < u(x,x) \), implying not \( y D(\eta) x \) for any \( \eta > 0 \).

We now show that any \( x \in \Omega(a^*) \), is neutrally stable since there exists a \( \epsilon^* \) which is a uniform invasion barrier against any \( y \). This follows since \( a^* \) is a strict Nash equilibrium, and \( a^* \) is efficient. Let \( a' \neq a^* \) so that \( u(a',a^*) < u(a^*,a^*) \). Then there exists \( \epsilon'(a') \) such that \( (3.3) \) is positive for all \( \epsilon \leq \epsilon'(a') \).

\[ (1-\epsilon)[u(a^*,a^*)-u(a'a')] + \epsilon[u(a^*,a') - u(a^*,a^*)] \quad (3.3) \]

Let \( \epsilon^* = \min \{ \epsilon'(a') : a' \in A - \{a^*\} \} \)

Let \( x \in \Omega \), and given any \( \eta \), let \( y \) play \( a^* \) against \( x \) with probability \( \pi \), and play action \( a' \) against \( x \) with probability \( (1-\pi) \). The difference in payoffs between
x and y in the mixed population is
\[ u(x; (1-\varepsilon)x + \varepsilon y, \eta) - u(y; (1-\varepsilon)x + \varepsilon y, \eta) = \varepsilon \pi [u(a^*, a^*) - u(y, y, \eta)] 
\]
\[ + \{(1-\varepsilon)(1-\pi)[u(a^*, a^*) - u(a', a')] + \varepsilon(1-\pi)[u(a^*, a^*) - u(y, y, \eta)]\} \]

If \( \varepsilon \leq \varepsilon^* \), the term in curly brackets {} is positive. Since \( a^* \) is efficient, \( u(a^*, a^*) \geq u(y, y, \eta) \). Hence for any \( \eta \), \( \varepsilon^* \) is an invasion barrier for any \( x \in \Omega(a^*) \) against any \( y \in \Omega(a^*) \).

Contrast Propositions 0 and 1; the latter generalizes the existence result from the class of common interest games to the class of compatible games. This distinction is illustrated by compatible game G2, which has an efficient Nash equilibrium (T,L). The game with cheap talk, but without noise, fails to have an ES set. Consider the strategy \( x \) which sends message 1 in both roles, and plays (T,L) after every message pair. Message 2 is never sent by \( x \), so that the response to message 2 can change via drift arbitrarily. Hence \( x \) can be replaced by the strategy \( y \) which sends 1 in both roles, plays (T,L) in after (1,1), but plays (B,L) after any other message pair. Consider strategy \( z \), which sends message 2 in either role, and plays which always plays T irrespective of the message in role 1, and plays L in role 2 after (2,2) and R after (1,2). \( u(y, y) = 2 \) whereas \( u(z, y) = 2.5 \), so that \( y \) is driven out by \( z \).

With mistakes, the population cannot drift from \( x \) to \( y \), since \( y \) is not a best response to \( x \) in the perturbed game. Without drift, \( z \) cannot enter since (B,R) is inefficient as compared to (T,L), and (T,L) is a strict Nash equilibrium.

**EFFICIENCY**

We now turn to efficiency, to showing that in 2x2 games, inefficient outcomes are unstable. However, the efficiency result is approximate, as the following definition makes clear.

Definition 3.6 \( x \) is approximately efficient if \( u(x, \eta) \) converges to the efficient payoff \( u(a^*, a^*) \) as \( \eta \) tends to zero.

**Proposition 2 (Efficiency)** If \( G \) is a 2x2 game satisfying the regularity
assumption R, and \( x \) is a weak NSS of \( G^+ \), \( x \) is approximately efficient.

The basic idea of the proof is to show that an inefficient strategy cannot punish any invading mutant. Since all messages are received with positive probability, the response after any message must be a NSS of \( G \). In 2x2 games, there are at most two NSS, which restricts punishment possibilities. This rules out strategies like DICTATOR which punish deviant signals. A mutant can therefore invade this inefficient strategy and coordinate on the efficient outcome. This basic argument is somewhat complicated by the possibility of jointly controlled randomization, which we discuss later.

**Lemma 3.1** Let \( x = (\sigma; \theta) \) be a weak NSS of any cheap talk game (i.e. \( G^+ \) or \( G^M(\eta) \)). If \( m = (m_1, m_2) \) is a message sent with positive probability, then \( \theta(m) \) is an NSS of \( G \).

**Proof:** Let \( \alpha = \theta(m^*) \) not be an NSS of \( G \) so that there exists \( \beta \in \Delta A_1 \times \Delta A_2 \), which can invade \( \alpha \) in the asymmetric contest defined by \( G \). Let \( y = (\sigma, \theta') \) where \( \theta'(m) = \theta(m) \forall m \neq m^* \), and \( \theta(m^*) = \beta \).

\[
u(y; (1-c)x+ey) - u(x; (1-c)x+ey) = \text{prob}(m)[u(\beta; (1-c)x+c\beta) - u(\alpha; (1-c)x+c\beta)]
\]  

Since \( \text{prob}(m) \) is positive, and \( \beta \) can invade \( \alpha \), \( x \) is not a NSS. \( \Box \)

We are now in a position to prove proposition 2.

**Proof of Proposition 2:** By lemma 2.1 and the regularity assumption, \( G \) has at most two NSS, which are strict equilibria. Label these \( a \) and \( a' \). Let \( x = (\sigma, \theta) \) be a NSS of \( G^M \). By lemma 3.1 let \( \theta(m) = a \) or \( \theta(m) = a' \) for any \( m \in \text{supp}(\sigma) \). Further, by lemma 2.1 \( \theta \) is constant on \( \text{supp}(\sigma) \), so let \( \theta(m) = a \forall m \in \text{supp}(\sigma) \).

We now show that if \( \theta(m) = a \forall m \in M \times M \), then \( a \) is efficient. Let \( m \in \text{supp}(\sigma) \) such that \( \theta(m) \neq a \). If \( \eta > 0 \), by lemma 3.1 \( \theta(m) \) must equal \( a' \). We claim that:

\[
u_1(a) > u_1(a'), \quad i = 1, 2.
\]

If not, consider the strategy \( y \), which sends \( m_1 \) (the \( i \)-th component of \( m \)) instead of \( \sigma_1 \), but is otherwise the same as \( x \). If (3.6) does not apply, the reverse inequality must hold (by the regularity assumption there are no payoff ties at pure
Nash equilibria of G). Hence $u(y, x) > u(x, x)$ so that x is not a NSS.

(3.6) and the fact that $a$ and $a'$ are strict Nash equilibria implies the inequality:

$$u_i(g) > u_i(a') > u_i(a_i, a_j') \text{ for } i=1,2, j=3-i. \ldots \ldots (3.7)$$

Hence a Pareto dominates all other outcomes and is hence utilitarian. We have therefore proved that if a is inefficient, $\theta$ is constant on $M \times M$.

If a is inefficient, let $a^*$ be the efficient action pair. We now show that x is not a weak NSS. The probability with which message $n$ is sent by x is $(1-n)\sigma_n + \eta \mu_n$. Let $\delta > 0$ be given. Consider the following sets:

$$\{n \in M: \sigma_n < \delta/2\}$$
$$\{n \in M: \mu_n < \delta/2\}$$

Since $\sigma_n$ and $\mu_n$ are convergent series, both the above sets contain all but a finite number of elements of M. Let the mutant strategy select a message in the intersection of these two sets. For any $\eta$, this message is sent by x with probability less than $\delta$. Hence the mutant can use such messages to signal and switch to the efficient outcome. Since the mutant plays as x does after messages which arise with high probability, the mutant's payoff loss when matched against x can be made arbitrarily small. Hence x is not a weak NSS. \(\square\)

Remark 1. The efficiency result is approximate, since the strategy can choose actions which are inefficient after messages which only sent by mistake. Consider the unanimity game $G_1$, and let x send message 1, play $(H, H)$ after the message pair $(1,1)$, and play $(L, L)$ after any other message. x is a NSS which is approximately efficient, and $u(x, x) = (1-\eta)^2 + [1-(1-\eta)^2]1$, which converges to 2 as $\eta$ tends to zero.

The efficiency result does not generalize when the underlying game, G, is 3x3 or more, since in this case G may have more than two pure strategy Nash equilibria. Consider the 3x3 unanimity game, $G_5$, which has three strict Nash equilibria. Consider the strategy PERFECT DICTATOR, which sends message 1, and
plays M after the message pair (1,1), and plays L after any other message. Since
PERFECT DICTATOR plays a strict Nash equilibrium after every message pair, it
satisfies the condition of lemma 3.1. Any mutant sending a deviant message is
punished, and gets a payoff of 1, and is hence not (even approximately) a best
response to PERFECT DICTATOR. Hence PERFECT DICTATOR is an inefficient NSS of the
cheap talk game with mistakes. This example is fully robust. We therefore consider
a different perturbation of the cheap talk game, in the following section.

4. NOISY COMMUNICATION

We now consider a different perturbation of the cheap talk game. Rather than
assuming that a player makes a mistake, we assume that there is some noise in the
transmission of messages. Suppose player 1 sends message $m$ to player 2. With high
probability player 2 receives message $m$; however, with a small probability, player
2 receives a different message, say message $m'$. When this happens, player 1 is not
aware that this has indeed occurred. In other words, player 1 knows the message he
sent, and the message that he received, but does not know the message actually
received by player 2, nor the message sent by player 2. This type of noise in the
transmission of messages can lead to a misunderstanding. The possibility of a
misunderstanding seems ever present whenever there is communication between agents,
and it is this that we take into account. The cheap talk game with noise, $G^N(\eta)$, is
as follows:

1. Players are randomly matched and assigned roles. The player in role 1
chooses a message from $M$.

2. Nature moves, independently for the two players. With probability $(1-\eta)$,
player 2 receives the message sent by 1. With probability $\eta$, 2 receives a
different message; in this case the message received by 2 is selected from $M$ by the
probability measure $\mu$.

3. Player 1 only observes the message he receives; he does not observe the
message that \( j \) sent, nor the message that \( j \) receives. Players choose randomized actions from \( \Delta \mathbb{A}_1 \). Payoffs depend only on the actions chosen.

Let \( m_1 \) denote the message sent by player 1 and let \( r_j \in M \) denote the message received by player \( j \). Note that \( r_j \) does not necessarily equal \( m_1 \). Let \( \nu(r_j/m_1) \) denote the conditional probability that the message received by \( j \) is \( r_j \) given that \( m_1 \) was sent by 1.

\[
\nu(r_j/m_1) = \begin{cases} 
(1-\eta) + \eta \mu(r_j) & \text{if } r_j = m_1 \\
\eta \mu(r_j) & \text{if } r_j \neq m_1
\end{cases} \tag{4.1}
\]

The action taken by \( i \), \( \theta_i \), is now a function of \( m_1 \) and \( r_i \). The payoff of strategy \( x \) against \( x' \) is given by:

\[
u(r_j/m_1) = (1-\eta) + \eta \mu(r_j) \quad \text{if } r_j = m_1 \\
\eta \mu(r_j) \quad \text{if } r_j \neq m_1
\]

\[
\theta_i(m_1, r_i) = \begin{cases} 
\sigma_1(m_1) & \text{if } r_i = m_1 \\
\sigma'_1(m_1) & \text{if } r_i \neq m_1
\end{cases}
\]

\[
\sigma_2(m_2) \quad \text{if } r_2 = m_2 \\
\sigma'_2(m_2) \quad \text{if } r_2 \neq m_2
\]

\[
\sigma_1(m_1) \quad \text{if } r_1 = m_1 \\
\sigma'_1(m_1) \quad \text{if } r_1 \neq m_1
\]

\[
u(r_j/m_1) = (1-\eta) + \eta \mu(r_j) \quad \text{if } r_j = m_1 \\
\eta \mu(r_j) \quad \text{if } r_j \neq m_1
\]

\[
\theta_2(m_2, r_2) = \begin{cases} 
\sigma_2(m_2) & \text{if } r_2 = m_2 \\
\sigma'_2(m_2) & \text{if } r_2 \neq m_2
\end{cases}
\]

\[
u(r_j/m_1) = (1-\eta) + \eta \mu(r_j) \quad \text{if } r_j = m_1 \\
\eta \mu(r_j) \quad \text{if } r_j \neq m_1
\]

Note that if \( m_1 \) is a message which is not sent by 1, \( \theta_i(m_1, r_j) \) can be completely arbitrary since it does not affect payoffs.

The definitions of neutral stability and ES sets in the noisy cheap talk game are exactly as in definitions 3.1-3.5, with the \( G^N \) replacing \( G^M \) in these definitions.

The existence result is the same as in section 3. The proof is omitted since it is the same as the proof of Proposition 1.

**PROPOSITION 3 (EXISTENCE)** If \( G \) is a compatible game, \( G^M \) has a strong ES set which induces the utilitarian outcome.

Noise allows us to get a significantly stronger efficiency result provided that \( G \) satisfies the regularity assumption.

**PROPOSITION 4 (EFFICIENCY)** Let \( G \) be a normal form game satisfying the
regularity assumption. If $x$ is a weak NSS of $G^N$, $x$ is efficient.

**COROLLARY** If $G$ satisfies the regularity assumption, $x$ is a weak NSS of $G^M$ if and only if $x$ belongs to a strong ES set.

They key to the proof of Proposition 4 is the observation that strategies that punish deviant messages, such as the strategy PERFECT DICTATOR in $G_5^*$ (or DICTATOR in $G_1^*$) are sub-optimal in the presence of noise - although they are subgame perfect equilibria in the game without noise, they are not even Nash equilibria of the perturbed game. Recall that PERFECT DICTATOR (abbreviated to PD henceforth) is an inefficient NSS in the game with mistakes. PD sent message 1, and chose $M$ if the other player had sent message 1, but chose $L$ after any other message. PD is not a Nash equilibrium with noisy communication. The payoff of PD against itself is:

$$u(PD,PD) = (1-\eta)^2 + 2\eta(1-\eta)x0 + \eta^2 \cdot 1$$

(4.3)

The payoff of BAD2, the strategy which sends message 1 and chooses $M$ irrespective of the message, against PERFECT DICTATOR is:

$$u(BAD2,PD) = [(1-\eta)^2 + \eta(1-\eta)]^2 + [\eta(1-\eta) + \eta^2] \cdot 0$$

(4.4)

The difference in payoffs is:

$$u(BAD2,PD) - u(PD,PD) = \eta(1-\eta)2 - \eta^2 \cdot 1$$

(4.5)

which is strictly positive for $\eta$ sufficiently small.

The above example shows that the sequential equilibrium correspondence of the cheap talk game fails to be lower-hemicontinuous in $\eta$ at the point $\eta = 0$. This is shown more generally in lemma 4.1. Recall from lemma 2.1 that if $G$ satisfies the regularity assumption, $\theta_i$ is constant on $\text{supp}(\sigma)$. In this case player $i$ does not condition his action on the message he sent. Hence, $\theta_i$ may be, without loss of generality be taken to be a function from $M_j$ to $A_1$.

**Lemma 4.1** Let $x = (\sigma, \theta)$, let $\theta_i(m_j, r_j) = a_j \forall r_j \in \text{supp}(\sigma_i)$, where $a = (a_1, a_j)$ is a pure strategy Nash equilibrium of $G$. If $x$ is a Nash equilibrium of $G^M(\eta)$ for $\eta > 0$ and sufficiently small, $\theta_i(m) = a_i \forall m \in \text{supp}(\sigma_i) M_j$, $i=1,2$, $j=3-i$. 
Proof Since $\theta_j(\text{supp}(\sigma)) = a_j$, player $j$ plays $a_j$ with probability greater than $(1-\eta)$. This probability is independent of the message received by $i$, since the noise is independent. Since $a_i$ is a strict best response to $a_j$, it is also strict best response to $\theta_j$ for $\eta$ sufficiently small. Hence if $\eta > 0$, player $i$ must play $a_i$ after any $m_j$.

Proof of Proposition 4. If $G$ satisfies the regularity condition and $x=(\sigma, \theta)$ is a NSS of $G^N$, lemmata 2.1 and 4.1 imply that $\theta_i(m) = a_i$ (a constant action) $\forall m \in \text{supp}(\sigma_i) \times M_j$, for $i=1,2$, $j=3,1$. The rest of the proof is along the lines of the proof of proposition 2, and is hence abbreviated. If $\sigma$ is not efficient, let the mutant choose messages which occur with arbitrarily small probability under $x$, and play the efficient action after receiving such a message, and play $a$ otherwise.

Remark 1. In contrast with proposition 2 the efficiency result here is exact – approximately efficient strategies are not Nash equilibria by lemma 4.1.

We now return to the example of game $G3$ to show that if the regularity assumption is not satisfied, jointly controlled randomization may allow an inefficient outcome to persist even in the presence of noise. Recall that the strategy JCR sent messages 1 and 2 with equal probability, and played $(L,M)$ if the messages exchanged coincided, and $(M,L)$ if they differed. If the other player sent a different message (say message 3), JCR plays $M$. The payoffs to messages are shown in Fig. 4. Although JCR punishes deviant messages, this is not ruled out with noisy messages. In fact it is optimal to play $M$ after message 3 in a population of JCR players. If I receive message 3 in such a population, this must be due to noise. With probability one-half my opponent has sent message 1 and with probability one-half he has sent message 2. Hence, independently of my message, he is equally likely to play actions $L$ and $M$, making $M$ a strict best response. In other words, the punishment of deviant messages by playing $M$ is optimal in the presence of noise.
Although JCR is neutrally stable, it does not belong to an ES set, i.e. the corollary to proposition 4 also fails without the regularity assumption. Consider the strategy SIMPLE which sends message 1 in both roles, and takes the same actions as JCR. It is clear that SIMPLE ∉ JCR, so that SIMPLE can be replaced by JCR via drift. However, SIMPLE is not a Nash equilibrium of the game with noise (by lemma 4.1), and can hence be replaced by the strategy which plays (L,M) irrespective of the message, which can then be invaded by a mutant which coordinates on (H,H).

To summarize, we have proved existence and efficiency results for the class of compatible games satisfying the regularity condition. This implies that if the underlying game is generic, one can expect cooperation to evolve quickly, and to be stable.

5. FINITELY MANY MESSAGES

One assumption which is relatively non-standard is our assumption that players have infinitely many messages. This assumption ensures that there are always messages which are (almost) unused, so that a mutant can use such messages to coordinate upon the efficient outcome. We note that Kim and Sobel (1994) have to make a similar assumption - they consider a finite population, restrict players to use pure strategies and assume that there are more messages than players. We note at this point that with the introduction of noise, we do require infinitely many messages, since otherwise we have an inefficiency result, with either formulation of noise. More precisely, we have inefficiency unless we can make an assumption about the relative importance of mutations versus noise.

The following example may clarify matters. Consider the game G1 and let M = \{1,2\}. If a player sends any message, say message 1, with probability (1-\(\eta\)) message 1 is received by the other player, and with probability \(\eta\) the other message, message 2 is received. Consider the stability of the set of strategies \(\Omega(L,L)\), which sends arbitrary messages and plays L irrespective of the message. It
is clear that if we to are show that Q(L,L) is not an ES set, we must show that one of the pure strategies in it is not a NSS. BAD is such a pure strategy; this sends message 1 and plays L irrespective of the message. Consider the invading strategy GOOD, which sends message 2, and plays L if it receives 1, and H if it receives message 2. The payoffs when GOOD and BAD play each other are:

\[
\begin{align*}
    u(\text{BAD, BAD}) &= 1 \\
    u(\text{GOOD, BAD}) &= 1 - \eta \\
    u(\text{BAD, GOOD}) &= 1 - \eta \\
    u(\text{GOOD, GOOD}) &= 2(1 - \eta)^2 + \eta^2
\end{align*}
\]

The expected payoff of GOOD in the mixed population is greater if its share \( \epsilon \) is greater than the critical value, \( \epsilon'(\eta) \), which is given by:

\[
\epsilon'(\eta) = \eta(1 - \eta)/[1 - \eta(1 - \eta)]
\]

\( \epsilon'(\eta) \) is of the same order as \( \eta \), and in this example is larger than \( \eta \). Hence mutations must be sufficiently important as compared to the noise for BAD to be invaded by GOOD. To put things differently, for every \( \eta \), there exists a \( \epsilon'(\eta) \) such that if the size of mutations is below this, the inefficient outcome belongs to an ES set. This is formalized in the following proposition, which adopts the weak definition of an ES set:

**Proposition 5** If \( \varphi \) is a strict Nash equilibrium of \( G \), there exists a weak ES set of \( G^\varphi \) (resp. \( G^N \)) which induces \( \varphi \).

**Proof** We show \( \Omega(\varphi) \) is a weak ES set, i.e. given \( \eta > 0 \) \exists \( \epsilon'(\eta) \) such that any \( x \) in \( \Omega(\varphi) \) cannot be invaded by any \( y \) from outside. Fix \( \eta \). Since \( M \) is finite, \( G^M(\eta) \) defines a finite game. Since \( \varphi \) is a strict Nash equilibrium, \( u(y, x) < u(x, x) \), \( \forall y \notin \Omega(\varphi) \) and hence \( \exists \) an invasion barrier \( \epsilon'(\eta) \).

**Remark** \( \Omega(\varphi) \) is not a strong ES set, i.e. there does not exist \( \epsilon' \) such that \( \Omega(\varphi) \) is an ES set of \( G^M(\eta) \) with \( \eta \) arbitrarily small. To put it differently, to get even asymptotic efficiency in the presence of noise one has to assume that mutations are more important than noise. This may not be a reasonable assumption;
noise can be seen as a random phenomenon, whereas mutations represent coordinated deviations by a positive measure of a large population. In our view, the assumption of infinitely many messages is more palatable.

6 CONCLUDING COMMENTS

There is a large literature on how evolution ensures efficiency when mutants are able to use actions to signal their identities, and thereby coordinate a deviation to the efficient outcome. Such possibilities arise in the context of pre-play communication as well as in repeated games. In the former context, we must mention the work of Fudenberg and Maskin (1991), Kim and Sobel (1994), Matsui (1991), Schlag (1994a, 1994b) and Warneryd (1991). In the repeated game context, similar ideas have been used by Binmore and Samuelson (1992) and Fudenberg and Maskin (1990). Since there already exists an excellent review of this literature (Sobel, 1993), we have felt free to focus on the novel features of our approach.

The essence of our approach has been to obtain efficiency results which do not rely upon drift. We do this by perturbing the game with pre-play communication. In this respect, we differ from most of the preceding literature, with the exception of Fudenberg and Maskin (1991). They also consider a model of pre-play communication, where players make mistakes. This model is very similar to their paper on repeated games (Fudenberg and Maskin, 1990). There are major differences between our approach and theirs'. First, they have to allow for infinitely many rounds of communication. Second, they also have to assume that mistakes occur with arbitrarily higher probability than mutations - in fact they assume that for any $n$, $n$ mistakes occur with higher order of probability than a single mutation. In contrast, our model does requires only a single round of communication, and needs make no assumption about the relative probabilities of noise versus mutations. Finally, our general efficiency result requires the device of noise rather than mistakes.
We conclude with the observation that the specification of noise introduced in this paper may be of independent interest, outside the evolutionary context. The introduction of noise dramatically reduces the set of sequential equilibria of the game. This is due to the fact that messages are not mutual knowledge between players in a model with noise, even though they are arbitrarily close to being so. Thus this formulation of noise may have wider application, even in contexts where players are assumed to be perfectly rational.
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4 These equivalences hold for finite games, but the methods of proof suggest that the arguments should extend to bimatrix games with countably infinite strategy sets.

5 Warneryd (1991) obtains an efficiency result for $G1$ using neutral stability, but considers only pure strategies.

6 With a finite number of messages, the mixed strategy is in fact evolutionary stable if players cannot condition their strategies upon the role they fill, as Kim and Sobel (1992) and Schlag (1994) point out. However, with infinitely many messages, this strategy fails to be neutrally stable even if players cannot condition upon roles.

7 See for example Samuelson (1994) who finds that iteratively weakly dominated strategies can be eliminated only if mistakes occur with higher order of probability than mutations.
It is interesting that the same example was independently discussed by Kim and Sobel (1992). This example posed a problem for them for quite different reasons - the problem arises, in their framework, since players could use up all the messages in performing the randomization, leaving no unused messages. In our case the problem is due to the "credibility" of punishments even in the presence of noise, a problem which does not arise when one can rely on drift.
<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>M</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>0.0</td>
<td>1.2</td>
<td>0.0</td>
</tr>
<tr>
<td>M</td>
<td>2.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>H</td>
<td>0.0</td>
<td>0.0</td>
<td>3.3</td>
</tr>
</tbody>
</table>

**G3**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>2</td>
<td>2.1</td>
<td>1.2</td>
<td>2.4</td>
</tr>
<tr>
<td>3</td>
<td>1.2</td>
<td>1.2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Fig. 4**
<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>M</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>M</td>
<td>0.0</td>
<td>2.2</td>
<td>0.0</td>
</tr>
<tr>
<td>H</td>
<td>0.0</td>
<td>0.0</td>
<td>3.3</td>
</tr>
</tbody>
</table>

G5
<table>
<thead>
<tr>
<th>No.</th>
<th>Author(s)</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>9430</td>
<td>P.J.J. Herings</td>
<td>Endogenously Determined Price Rigidities</td>
</tr>
<tr>
<td>9431</td>
<td>H.A. Keuzenkamp and J.R. Magnus</td>
<td>On Tests and Significance in Econometrics</td>
</tr>
<tr>
<td>9432</td>
<td>C. Dang, D. Talman and Z. Wang</td>
<td>A Homotopy Approach to the Computation of Economic Equilibria on the Unit Simplex</td>
</tr>
<tr>
<td>9433</td>
<td>R. van den Brink</td>
<td>An Axiomatization of the Disjunctive Permission Value for Games with a Permission Structure</td>
</tr>
<tr>
<td>9434</td>
<td>C. Veld</td>
<td>Warrant Pricing: A Review of Empirical Research</td>
</tr>
<tr>
<td>9435</td>
<td>V. Feltkamp, S. Tijs and S. Muto</td>
<td>Bird’s Tree Allocations Revisited</td>
</tr>
<tr>
<td>9436</td>
<td>G.-J. Otten, P. Borrn, B. Peleg and S. Tijs</td>
<td>The MC-value for Monotonic NTU-Games</td>
</tr>
<tr>
<td>9437</td>
<td>S. Hurkens</td>
<td>Learning by Forgetful Players: From Primitive Formations to Persistent Retracts</td>
</tr>
<tr>
<td>9438</td>
<td>J.-J. Herings, D. Talman, and Z. Yang</td>
<td>The Computation of a Continuum of Constrained Equilibria</td>
</tr>
<tr>
<td>9439</td>
<td>E. Schaling and D. Smyth</td>
<td>The Effects of Inflation on Growth and Fluctuations in Dynamic Macroeconomic Models</td>
</tr>
<tr>
<td>9440</td>
<td>J. Arin and V. Feltkamp</td>
<td>The Nucleolus and Kernel of Veto-rich Transferable Utility Games</td>
</tr>
<tr>
<td>9441</td>
<td>P.-J. Jost</td>
<td>On the Role of Commitment in a Class of Signalling Problems</td>
</tr>
<tr>
<td>9442</td>
<td>J. Bendor, D. Mookherjee, and D. Ray</td>
<td>Aspirations, Adaptive Learning and Cooperation in Repeated Games</td>
</tr>
<tr>
<td>9443</td>
<td>G. van der Laan, D. Talman and Z. Yang</td>
<td>Modelling Cooperative Games in Permutational Structure</td>
</tr>
<tr>
<td>9445</td>
<td>A. De Waegenaere</td>
<td>Equilibria in Incomplete Financial Markets with Portfolio Constraints and Transaction Costs</td>
</tr>
<tr>
<td>9446</td>
<td>E. Schaling and D. Smyth</td>
<td>The Effects of Inflation on Growth and Fluctuations in Dynamic Macroeconomic Models</td>
</tr>
<tr>
<td>9447</td>
<td>G. Koop, J. Osiewalski and M.F.J. Steel</td>
<td>Hospital Efficiency Analysis Through Individual Effects: A Bayesian Approach</td>
</tr>
<tr>
<td>No.</td>
<td>Author(s)</td>
<td>Title</td>
</tr>
<tr>
<td>-----</td>
<td>-----------------------------------</td>
<td>-----------------------------------------------------------------------</td>
</tr>
<tr>
<td>9448</td>
<td>H. Hamers, J. Suijs, S. Tijs and P. Borm</td>
<td>The Split Core for Sequencing Games</td>
</tr>
<tr>
<td>9449</td>
<td>G.-J. Otten, H. Peters, and O. Volij</td>
<td>Two Characterizations of the Uniform Rule for Division Problems with Single-Peaked Preferences</td>
</tr>
<tr>
<td>9450</td>
<td>A.L. Bovenberg and S.A. Smulders</td>
<td>Transitional Impacts of Environmental Policy in an Endogenous Growth Model</td>
</tr>
<tr>
<td>9452</td>
<td>P.J.-J. Herings</td>
<td>A Globally and Universally Stable Price Adjustment Process</td>
</tr>
<tr>
<td>9453</td>
<td>D. Diamantaras, R.P. Gilles and S. Scotchmer</td>
<td>A Note on the Decentralization of Pareto Optima in Economies with Public Projects and Nonessential Private Goods</td>
</tr>
<tr>
<td>9454</td>
<td>F. de Jong, T. Nijman and A. Röell</td>
<td>Price Effects of Trading and Components of the Bid-ask Spread on the Paris Bourse</td>
</tr>
<tr>
<td>9455</td>
<td>F. Vella and M. Verbeek</td>
<td>Two-Step Estimation of Simultaneous Equation Panel Data Models with Censored Endogenous Variables</td>
</tr>
<tr>
<td>9456</td>
<td>H.A. Keuzenkamp and M. McAleer</td>
<td>Simplicity, Scientific Inference and Econometric Modelling</td>
</tr>
<tr>
<td>9457</td>
<td>K. Chatterjee and B. Dutta</td>
<td>Rubinstein Auctions: On Competition for Bargaining Partners</td>
</tr>
<tr>
<td>9458</td>
<td>A. van den Nouweland, B. Peleg and S. Tijs</td>
<td>Axiomatic Characterizations of the Walras Correspondence for Generalized Economies</td>
</tr>
<tr>
<td>9459</td>
<td>T. ten Raa and E.N. Wolff</td>
<td>Outsourcing of Services and Productivity Growth in Goods Industries</td>
</tr>
<tr>
<td>9460</td>
<td>G.J. Almekinders</td>
<td>A Positive Theory of Central Bank Intervention</td>
</tr>
<tr>
<td>9461</td>
<td>J.P. Choi</td>
<td>Standardization and Experimentation: Ex Ante Versus Ex Post Standardization</td>
</tr>
<tr>
<td>9462</td>
<td>J.P. Choi</td>
<td>Herd Behavior, the &quot;Penguin Effect&quot;, and the Suppression of Informational Diffusion: An Analysis of Informational Externalities and Payoff Interdependency</td>
</tr>
<tr>
<td>9463</td>
<td>R.H. Gordon and A.L. Bovenberg</td>
<td>Why is Capital so Immobile Internationally?: Possible Explanations and Implications for Capital Income Taxation</td>
</tr>
<tr>
<td>9464</td>
<td>E. van Damme and S. Hurkens</td>
<td>Games with Imperfectly Observable Commitment</td>
</tr>
<tr>
<td>9465</td>
<td>W. Güth and E. van Damme</td>
<td>Information, Strategic Behavior and Fairness in Ultimatum Bargaining - An Experimental Study -</td>
</tr>
<tr>
<td>No.</td>
<td>Author(s)</td>
<td>Title</td>
</tr>
<tr>
<td>-----</td>
<td>---------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>9466</td>
<td>S.C.W. Eijffinger and J.J.G. Lemmen</td>
<td>The Catching Up of European Money Markets: The Degree Versus the Speed of Integration</td>
</tr>
<tr>
<td>9467</td>
<td>W.B. van den Hout and J.P.C. Blanc</td>
<td>The Power-Series Algorithm for Markovian Queueing Networks</td>
</tr>
<tr>
<td>9468</td>
<td>H. Webers</td>
<td>The Location Model with Two Periods of Price Competition</td>
</tr>
<tr>
<td>9469</td>
<td>P.W.J. De Bijl</td>
<td>Delegation of Responsibility in Organizations</td>
</tr>
<tr>
<td>9470</td>
<td>T. van de Klundert and S. Smulders</td>
<td>North-South Knowledge Spillovers and Competition. Convergence Versus Divergence</td>
</tr>
<tr>
<td>9471</td>
<td>A. Mountford</td>
<td>Trade Dynamics and Endogenous Growth - An Overlapping Generations Model</td>
</tr>
<tr>
<td>9472</td>
<td>A. Mountford</td>
<td>Growth, History and International Capital Flows</td>
</tr>
<tr>
<td>9473</td>
<td>L. Meijdam and M. Verhoeven</td>
<td>Comparative Dynamics in Perfect-Foresight Models</td>
</tr>
<tr>
<td>9474</td>
<td>L. Meijdam and M. Verhoeven</td>
<td>Constraints in Perfect-Foresight Models: The Case of Old-Age Savings and Public Pension</td>
</tr>
<tr>
<td>9475</td>
<td>Z. Yang</td>
<td>A Simplicial Algorithm for Testing the Integral Property of a Polytope</td>
</tr>
<tr>
<td>9476</td>
<td>H. Hamers, P. Borm, R. van de Leensel and S. Tijs</td>
<td>The Chinese Postman and Delivery Games</td>
</tr>
<tr>
<td>9477</td>
<td>R.M.W.J. Beetsma</td>
<td>Servicing the Public Debt: Comment</td>
</tr>
<tr>
<td>9478</td>
<td>R.M.W.J. Beetsma</td>
<td>Inflation Versus Taxation: Representative Democracy and Party Nominations</td>
</tr>
<tr>
<td>9479</td>
<td>J.-J. Herings and D. Talman</td>
<td>Intersection Theorems with a Continuum of Intersection Points</td>
</tr>
<tr>
<td>9480</td>
<td>K. Aardal</td>
<td>Capacitated Facility Location: Separation Algorithms and Computational Experience</td>
</tr>
<tr>
<td>9481</td>
<td>G.W.P. Charlier</td>
<td>A Smoothed Maximum Score Estimator for the Binary Choice Panel Data Model with Individual Fixed Effects and Application to Labour Force Participation</td>
</tr>
<tr>
<td>9482</td>
<td>J. Bouckaert and H. Degryse</td>
<td>Phonebanking</td>
</tr>
<tr>
<td>9483</td>
<td>B. Allen, R. Deneckere, T. Faith and D. Kovenock</td>
<td>Capacity Precommitment as a Barrier to Entry: A Bertrand-Edgeworth Approach</td>
</tr>
<tr>
<td>No.</td>
<td>Author(s)</td>
<td>Title</td>
</tr>
<tr>
<td>------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>9484</td>
<td>J.-J. Herings, G. van der Laan, D. Talman, and R. Venniker</td>
<td>Equilibrium Adjustment of Disequilibrium Prices</td>
</tr>
<tr>
<td>9485</td>
<td>V. Bhaskar</td>
<td>Informational Constraints and the Overlapping Generations Model: Folk and Anti-Folk Theorems</td>
</tr>
<tr>
<td>9486</td>
<td>K. Aardal, M. Labbé, J. Leung, and M. Queyranne</td>
<td>On the Two-level Uncapacitated Facility Location Problem</td>
</tr>
<tr>
<td>9487</td>
<td>W.B. van den Hout and J.P.C. Blanc</td>
<td>The Power-Series Algorithm for a Wide Class of Markov Processes</td>
</tr>
<tr>
<td>9489</td>
<td>Z. Yang</td>
<td>A Simplicial Algorithm for Testing the Integral Property of Polytopes: A Revision</td>
</tr>
<tr>
<td>9490</td>
<td>H. Huizinga</td>
<td>Real Exchange Rate Misalignment and Redistribution</td>
</tr>
<tr>
<td>9491</td>
<td>A. Blume, D.V. DeJong, Y.-G. Kim, and G.B. Sprinkle</td>
<td>Evolution of the Meaning of Messages in Sender-Receiver Games: An Experiment</td>
</tr>
<tr>
<td>9492</td>
<td>R.-A. Dana, C. Le Van, and F. Magnien</td>
<td>General Equilibrium in Asset Markets with or without Short-Selling</td>
</tr>
<tr>
<td>9493</td>
<td>S. Eijffinger, M. van Rooij, and E. Schaling</td>
<td>Central Bank Independence: A Panelddata Approach</td>
</tr>
<tr>
<td>9494</td>
<td>S. Eijffinger and M. van Keulen</td>
<td>Central Bank Independence in Another Eleven Countries</td>
</tr>
<tr>
<td>9495</td>
<td>H. Huizinga</td>
<td>The Incidence of Interest Withholding Taxes: Evidence from the LDC Loan Market</td>
</tr>
<tr>
<td>9497</td>
<td>J.P.J.F. Scheepens</td>
<td>Financial Intermediation, Bank Failure and Official Assistance</td>
</tr>
<tr>
<td>9498</td>
<td>A.L. Bovenberg and R.A. de Mooij</td>
<td>Environmental Tax Reform and Endogenous Growth</td>
</tr>
<tr>
<td>9499</td>
<td>J. Ashayeri, R. Heuts, A. Jansen and B. Szczerba</td>
<td>Inventory Management of Repairable Service Parts for Personal Computers: A Case Study</td>
</tr>
<tr>
<td>9500</td>
<td>A. Cukierman and S. Webb</td>
<td>Political Influence on the Central Bank - International Evidence</td>
</tr>
<tr>
<td>No.</td>
<td>Author(s)</td>
<td>Title</td>
</tr>
<tr>
<td>-----</td>
<td>-----------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>94101</td>
<td>G.J. Almekinders and S.C.W. Eijffinger</td>
<td>The Ineffectiveness of Central Bank Intervention</td>
</tr>
<tr>
<td>94102</td>
<td>R. Aalbers</td>
<td>Extinction of the Human Race: Doom-Mongering or Reality?</td>
</tr>
<tr>
<td>94103</td>
<td>H. Bester and W. Guth</td>
<td>Is Altruism Evolutionarily Stable?</td>
</tr>
<tr>
<td>94104</td>
<td>H. Huizinga</td>
<td>Migration and Income Transfers in the Presence of Labor Quality Externalities</td>
</tr>
<tr>
<td>94107</td>
<td>D. Diamantaras, R.P. Gilles and P.H.M. Ruys</td>
<td>Efficiency and Separability in Economies with a Trade Center</td>
</tr>
<tr>
<td>94108</td>
<td>R. Ray</td>
<td>The Reform and Design of Commodity Taxes in the Presence of Tax Evasion with Illustrative Evidence from India</td>
</tr>
<tr>
<td>94109</td>
<td>F.H. Page</td>
<td>Optimal Auction Design with Risk Aversion and Correlated Information</td>
</tr>
<tr>
<td>94110</td>
<td>F. de Roon and C. Veld</td>
<td>An Empirical Investigation of the Factors that Determine the Pricing of Dutch Index Warrants</td>
</tr>
<tr>
<td>94111</td>
<td>P.J.-J. Herings</td>
<td>A Globally and Universally Stable Quantity Adjustment Process for an Exchange Economy with Price Rigidities</td>
</tr>
<tr>
<td>94112</td>
<td>V. Bhaskar</td>
<td>Noisy Communication and the Fast Evolution of Cooperation</td>
</tr>
</tbody>
</table>