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Abstract

We present an econometrically tractable life-cycle labor supply model to use with panel data that includes an intertemporally progressive tax on uncertain wage and nonwage incomes. We use a two-stage fixed-effects generalized method-of-moments approach to estimate first intratemporal and then intertemporal preferences parameters. Extensive specification testing demonstrates the need for panel data to incorporate joint taxation of labor and nonlabor incomes and the sensitivity of structural labor supply parameter estimates to modeling choices. Results for prime-aged men from the Panel Study of Income Dynamics show that the current wage (gross or net) is not exogenous, the researcher need include common year-specific effects as well as worker-specific effects, the parameter estimates are sensitive to how one measures the rate of pay, and the budget constraint is time nonseparable. In simulations of the labor supply and welfare effects of taxes we found that the tax reforms of the 1980s stimulated prime-age men's labor supplied by about three percent, reduced deadweight loss by about 16 percent, but were not self financing.
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1. Introduction

Consider the two strands of empirical labor supply research. The macroeconomic literature has focused on workers' willingness to substitute into and out of leisure as real wages fluctuate, which is crucial to understanding the cyclicality of hours worked and (un)employment (Kniesner and Goldsmith 1987). Micro labor supply research has as a main theme the work-incentive effects of transfers and taxes, including policies such as the Economic Recovery Tax Act of 1981 and the Tax Reform Act of 1986 (Moffitt 1992, Bosworth and Burtless 1992, Eissa 1995). A shortcoming in the empirical labor supply literature, micro and macro, is a lack of attention to the life-cycle effects of taxes and transfers. We extend the economic literature by using panel data to estimate intratemporal preferences parameters that interest micro economists and intertemporal preferences parameters that interest macro economists while examining the labor supply effects of intertemporally progressive joint taxation of wage and interest incomes.

The great leap forward in quantifying the labor supply effects of taxes came with econometric models acknowledging unobserved heterogeneity and measurement errors when the budget constraint is piecewise linear due to tax and transfer programs (Burtless and Hausman 1978, Hausman 1981a). Econometric models of labor supply including income taxes are still generally static and do not capture intertemporal effects of tax reforms. A substantive, but orthogonal, branch of empirical labor supply research has focused on intertemporal substitutability of labor while ignoring the influence of income taxes and transfers (Heckman and MacCurdy 1980, 1982; MacCurdy 1981, 1985; Altonji 1986; Mankiw, Rotemberg, and Summers 1985). Incorporating the realism of interest

---

1MaCurdy (1983) is an exception to the generally separate research on life-cycle labor supply and research using the static model to estimate labor supply tax effects. MacCurdy ignored capital-income taxation, however, which is contrary to most countries' tax systems. Because he linearized the budget constraint while applying instrumental-variables estimation to the transformed, sometimes nonconvex, choice set MacCurdy's parameter estimates may also be inconsistent.
income taxation along with wage taxation complicates the econometric model because dual taxation generates time nonseparabilities in the budget constraint (Blomquist 1985).

A regularly appearing result in empirical research on labor supply, static or dynamic, including or ignoring wage taxation, is that intratemporal (un)compensated wage effects and intertemporal substitution effects are small and imprecisely estimated. There is even little agreement on whether the estimated compensated wage effect is positive or if the Slutsky matrix conditions hold empirically (Killingsworth 1983, Pencavel 1986, Conway and Kniesner 1994). A positive (un)compensated wage effect means that moving to a flatter tax induces more hours worked and reduces deadweight loss while a negative (un)compensated wage effect produces economic effects opposite those usually intended by proponents of tax reform. The lack of consensus on the magnitude and sign of compensated wage effects continues to muddy discussions of the welfare implications of a flatter tax structure (Hausman 1981a, Hall and Rabushka 1983, MaCurdy 1992).

Our research produces what we argue are improved estimates of the work incentive effects of progressive income taxation on life-cycle labor supply. We present a two-stage generalized method-of-moments econometric model that first estimates intratemporal wage effects from labor supply conditioned on asset positions at the beginning and end of the period. Instead of the usual piecewise-linear budget set we use a continuously differentiable smooth budget constraint to mitigate the problem of measurement errors created by incorrectly imputing the marginal tax rate (MaCurdy, Green, and Paarsch 1990; Flood and MaCurdy 1992). Moreover, maximum likelihood estimation (Burtless and Hausman 1978, Hausman 1981a) ensures satisfaction of the Slutsky condition, a positive wage effect, and a negative income effect, ruling out a downward sloping

---

2 There are exceptions who found intertemporal substitution elasticities exceeding +1.0 by including a participation decision and higher than annual frequency data (Jakubson 1988, Rogerson and Rupert 1991, and Kimmel and Kniesner 1993).

3 Negative substitution effects can appear, a priori, in a life-cycle model due to time nonseparabilities caused by nonlinear income taxes (Blomquist 1985).
estimated labor supply function on a priori statistical grounds (MaCurdy 1992). Perhaps most important from a practical standpoint, maximum likelihood estimation rests on the empirically untenable ground of an exogenous pre-tax wage. The instrumental-variables approach we take is more general because it permits a negative estimated uncompensated wage effect on labor supply and does not require gross wage rate exogeneity.

After obtaining consistent estimates of intratemporal labor supply behavior we then apply a second stage generalized method-of-moments estimator to the Euler condition for the marginal utility of net wealth to recover intertemporal preferences parameters underlying fluctuations in labor supply. We compute anticipated and unanticipated intertemporal labor supply wage elasticities with lifetime preferences parameters. Our estimates for prime-aged U.S. men contribute to both the micro and macro empirical labor supply literatures.

We find the following results of note. The compensated wage effect is sensitive to the wage measure and instrument set. There is evidence of time nonseparability in the budget constraint supporting the estimator we develop. Most importantly, our results support the need to use panel data and to incorporate the joint nonlinear taxation of wage and nonwage income in labor supply research. Simulations with our results indicate that recent U.S. tax reforms stimulated labor supplied, reduced deadweight loss, but were not self financing.

2. Life-Cycle Labor Supply with Joint Nonlinear Wage and Interest Income Taxes

A major innovation in estimating life-cycle labor supply has been to recognize that in an environment of economic certainty extra-period information can be summarized by a latent time-invariant worker-specific effect ($\lambda$, the marginal utility of wealth) so that the estimating equation needs only current period economic information (Heckman and MaCurdy 1980, 1982; MaCurdy 1981). In an environment of (un)certain wages and interest rates contemporaneous net dissaving ($\mu_i = r_i A_{i-1} - \Delta A_i$) is sufficient to summarize extra-period information, again simplifying estimation (MaCurdy 1983;
Blundell and Walker 1986; Blundell, Meghir, and Neves 1993). The empirical convenience of estimating labor supply functions conditioned on $\lambda$ or $\mu$, is maintained when wage income is taxed (non)linearly or when wage and interest incomes are jointly taxed linearly. A theoretically valid econometric labor supply model becomes more complicated when wage and interest incomes are jointly taxed non-linearly, as is true in most Western economies (Blomquist 1985).

To see the complications introduced by joint non-linear taxation of labor and capital incomes consider a person who has preferences over consumption, $C_t$, and hours of paid work, $h_t$, ($t = 1 \ldots T$). Preferences over consumption and labor supply are defined by a strictly concave utility function, $U = U(C_t, h_t)$, and the choice set is given by a budget constraint, $g(C_t, h_t, r_t, W_t, T(I, \pi)) = 0$, where $r_t$ and $W_t$ are time vectors of real interest and real wage rates and $T(I, \pi)$ is a non-linear tax function defined over the time vector of taxable income $(I_t)$ and tax parameters $(\pi)$. As Blomquist (1985, pp. 517–518) notes, if the researcher imposes no time separability properties on the lifetime utility function or budget constraint then a change in the wage rate in period $t$ ($W_t$) will affect consumption and labor choices in period $t+1$ through three channels: (i) it will tighten or slacken the budget constraint, which produces a wealth effect, (ii) it will alter $C_t$ or $h_t$, which in turn alters the indifference curves between consumption and labor choices in the next period, $t+1$, and (iii) it will alter marginal prices and wages in period $t+1$, which is due to non-linear income taxation.

Imposing intertemporal separability on the lifetime utility function eliminates the intertemporal preferences effect of a change in wages, channel (ii), and imposing intertemporal separability in the budget constraint by, say, linear taxes, $T(I, \pi) = \pi I_t$, eliminates the intertemporal marginal price effect, channel (iii), so that intertemporal separability of lifetime preferences and the budget constraint means that a change in the current wage rate, $W_t$, has only a wealth effect on future labor supply, $h_{t+1}$. The first-
order condition for an interior maximum of hours worked under intertemporal separability in preferences and budgets is

\[
\frac{\partial U}{\partial h_t} = \frac{1 + r_{t+1} (1 - \pi)}{1 + \rho} \frac{\partial U}{\partial h_{t+1}},
\]

where \( \rho \) is the subjective discount rate. The first-order condition under joint separability permits one to write labor supply in an environment of economic certainty as a function of \( \lambda, W, \) and \( \pi \), \( h_t = h(W_t(1 - \pi), \lambda) \), or in an economic environment of uncertainty as a function of \( \mu, W, \) and \( \pi \), \( h_t = h(W_t(1 - \pi), \mu) \); that is, the marginal utility of wealth or dissaving function as sufficient statistics for extra-period (typically unmeasured) information.

If, however, the researcher allows a realistically progressive tax function over wage and interest incomes then current wage changes will affect the future net wage and interest rates (channel (iii)) so that a change in \( W_t \) will have both wealth and substitution effects on \( h_{t+1} \). In particular, the first-order conditions under joint nonlinear taxation are

\[
\frac{\partial U}{\partial h_t} = \frac{W_t[1 - T'(I_t)][1 + r_{t+1} (1 - T'(I_{t+1}))]}{W_{t+1}[1 - T'(I_{t+1})][1 + \rho]} \frac{\partial U}{\partial h_{t+1}},
\]

where \( T'(I_t) \) is the marginal tax rate evaluated at period \( t \) income. Unlike the linear tax case the after-tax interest rate is now endogenous with labor supply in both periods \( t \) and \( t+1 \). Moreover, period \( t \) labor supply is now a function of the marginal utility of wealth, the real after-tax wage in period \( t \), and the discounted after-tax wage in period \( t+1 \) so that \( h_t = h(W_t(1 - T'(I_t)), \tilde{W}_{t+1}(1 - T'(I_{t+1})), \lambda) \). Unless one is willing to assume knowledge of future wages, prices, taxes, and interest rates the \( \lambda \)-constant labor supply specification will not be of much practical use when there is joint nonlinear taxation.

However, Blomquist (1985) notes that under two-stage budgeting it is still possible to estimate consistently the intratemporal utility parameters by replacing the sufficient net dissaving statistic \( \mu \) with beginning-of-period assets \( (A_{t-1}) \) and end-of-period assets.

---

Note that imposing intertemporal separability on the budget constraint but allowing intertemporally nonseparable preferences, perhaps via rational habit formation, leads to models found in Hotz, Kydland, and Sedlacek (1988) and Bover (1991).
where starting assets \((A_{t-1})\) captures the influence of past decisions (Blundell and Walker 1986, p. 543) and ending assets \((A_t)\) captures the influence of next period's prices. Contemporaneous net dissaving \((\mu_t)\) is no longer a sufficient statistic on its own for extra-period information because dissaving only permits future prices to have a wealth effect rather than both the wealth and substitution effects from joint nonlinear taxation.

Finally, because Blomquist was unconcerned with intertemporal identification he did not note that the second stage, estimating intertemporal preferences via the Euler equation for the evolution of the marginal utility of net wealth, must also be modified for conditioning on current and lagged assets in the first step of estimation. The two-step model we employ conditions both estimating equations, the labor supply and Euler equations, on current and lagged assets.

2.1 The Indirect Utility Function

We begin with the indirect utility function\(^5\)

\[
\{V_t(\omega_t, A_t, A_{t-1}; \Lambda)\}^{(1+\sigma_t)} - 1 \} / (1 + \sigma_t),
\]

where \(V_t(\bullet)\) is a monotonically increasing function of the net real wage \((\omega_t)\) and assets \((A_t\) and \(A_{t-1})\) conditioned on the vector of intratemporal preferences parameters \((\Lambda)\);

\[\sigma_t = \sigma_0 + \sum_k \sigma_k Z_{kt}\]

are time varying intertemporal preferences parameters measuring risk aversion with \(Z\) a set of observable demographics (MacCurdy 1983; Browning 1986; Blundell, Fry, and Meghir 1990). The intertemporal preferences parameters, \(\sigma_t\), determine the allocation of income and saving over time (Blundell, Fry, and Meghir 1990). Our two-step process first estimates the intratemporal preferences parameters, \(\Lambda\), then uses \(\hat{\Lambda}\) to estimate the intertemporal preferences parameters, \(\sigma_t\), which are needed to compute life-cycle labor supply elasticities. Specifically, in the first stage we estimate a labor supply function conditioned on asset accumulation and in the second stage estimate the Euler equation for the path of the marginal utility of net wealth. A two-step approach

---

\(^5\)The indirect utility function is a preferred starting point because of limited consumption information in our data set.
is needed because only intratemporal preferences parameters, \( \Lambda \), in the indirect utility function in (3), are identifiable from the labor supply schedule we estimate in step one.

2.2 A Life-Cycle Consistent Labor Supply Function

To facilitate comparisons to the seminal econometric research on labor supply tax effects we purposely selected the indirect utility function underlying the popular linear labor supply function to estimate intratemporal preferences \((\text{Burtless and Hausman 1978; Hausman 1981a})\). If \( h_t^* \) denotes a worker's desired labor supply

\[
h_t^* = \alpha \omega_t + \delta A_{t-1} + \phi A_t + X_t \gamma,
\]

where \( X_t \) is a vector of fixed and time-varying demographics affecting intratemporal preferences for work, and \( \Lambda = [\alpha, \delta, \phi, \gamma] \) are estimated intratemporal preferences parameters we used in estimating the marginal utility of wealth equation. Current and lagged assets, \( A_{t-1} \) and \( A_t \), are sufficient statistics for capturing extra-period information in our two-stage budgeting model with joint nonlinear wage and capital income taxation (as is also \( S \), together with \( r_t A_{t-1} \) as Blomquist (1985) notes). Equation (4) has been termed a life-cycle consistent labor supply function \((\text{Blundell and Walker 1986})\).\n
2.3 Marginal Utility of Net Wealth

Under the assumption of rational expectations and joint wage and interest income taxes the marginal utility of net wealth is

\[
\beta(1 + r_{n,t+1}) \lambda_{A_{t+1}} = \lambda_{A_t} \varepsilon_{t+1},
\]

\[V'_t(e) = e^{\delta \omega_t} [A_{t-1} + (\alpha \omega_t / 2\delta) - (\alpha / 2\delta^2) + (X_t \gamma / 2\delta)] + e^{\delta \omega_t} [A_t + (\alpha \omega_t / 2\phi) - (\alpha / 2\phi^2) + (X_t \gamma / 2\phi)].\]

The linear labor supply function in (4) comes from application of Roy's Identity first with respect to \( \omega_t \) and \( A_{t-1} \) then with respect to \( \omega_t \) and \( A_t \), or \( h_t^* = [(\partial V_t / \partial \omega_t) / (\partial V_t / \partial A_{t-1}) + (\partial V_t / \partial A_t) / (\partial V_t / \partial A_t)]. \) Although the two-stage budgeting approach we adopt does not constrain the functional form of intratemporal preferences, estimating the indirect utility function quickly becomes intractable with more flexible functional forms. See Stern (1986) for a useful discussion of alternative functional forms for labor supply and the associated (indirect utility function).

In the interest of completeness we note for the reader that (4) has also been labeled in the literature pseudo-Marshallian labor supply, intratemporal labor supply, within-period labor supply, intratemporal preferences equation, and within-period preferences equation.
where $\beta = (1 + \rho)^{-1}$ is the subjective discount factor, $r_{n,t+1} = (1 - \tau_{n,t+1})r_{n,t+1}$ is the after-tax (net) real interest rate, and $e_{n,t+1}$ is the forecast error between $(1 + r_{n,t+1})A_{n,t+1}$ and its expectation at time $t$. Taking natural logs, first differencing (5), and applying the marginal utility of net wealth from the indirect utility function (3) the stochastic equation we use to estimate intertemporal preferences is

$$\sigma_0 \Delta \ln \hat{V}_{n,t+1} + \sum_k \sigma_k \Delta(Z_{k,t+1} \ln \hat{V}_{n,t+1}) + \Delta \ln \hat{V}_{n,t+1} + \kappa_{n,t+1} = \ln e_{n,t+1},$$

where $\Delta \ln \hat{V}_{n,t+1} = \ln \hat{V}_{n,t+1} - \ln \hat{V}_n$, $\Delta \ln \hat{V}_{n,t+1} = \ln(\partial \hat{V}_{n,t+1} / \partial A_{n,t+1}) - \ln(\partial \hat{V}_n / \partial A_n)$, and $\kappa_{n,t+1} = r_{n,t+1} - \rho$ (Blomquist 1985; Blundell, Meghir, and Neves 1993).

3. Econometric Background

Cross-section data are sufficient to identify intratemporal preferences parameters, $\Lambda$. Identifying both intratemporal and intertemporal preferences requires either longitudinal or repeated cross-section data. Panel data also facilitate modeling unobserved worker heterogeneity. Our sequential two-step econometric approach is first to estimate labor supply conditioned on the starting and ending assets positions via equation (4). We then substitute the estimated intratemporal preferences parameters into the marginal utility of net wealth (6), treating first-stage parameter estimates as known constants. Finally, we apply a consistently estimated asymptotic covariance matrix for sequential generalized method-of-moments (GMM) estimators to correct for the fact that the standard errors of the second-stage Euler equation (6) depend on first-stage standard errors (Newey 1984).

3.1 Step One: Estimating Intratemporal Preferences

In our first stage we allow the life-cycle consistent labor supply estimating equation to include possible worker-specific latent heterogeneity

$$h_t = \alpha_0 + \delta A_{t-1} + \phi A_t + X_t \gamma + \eta_t + \xi_t,$$

where $\xi_t$ is random error in hours worked at time $t$, which is assumed to be distributed as iid $(0, \sigma^2_x)$. We treat the net wage and assets as endogenous because the marginal tax rate depends on contemporaneous hours worked via earnings. Most importantly, the time-invariant worker-specific labor supply heterogeneity, $\eta_t$, is generally not
independent of the regressors because life-cycle wealth has person-specific influences. A common econometric approach for handling endogenous worker heterogeneity is as a nonstochastic (fixed) effect. A popular econometric model for fixed effects is the within estimator. A within estimator is inconsistent in a labor supply equation conditioned on the net wage and lagged and current assets (7); the deviations from the individual time-series means used as regressors in the within estimator will not be independent of the overall labor supply errors, $\xi$, because the tax rate depends on current hours worked. The first-differences estimator we apply to labor supply (7) is consistent for a two-stage rational expectations model such as ours (Keane and Runkle 1992).

The GMM Estimator. Define the function $g(P, D; \Lambda)$ as

$$g(P, D; \Lambda) = D'(\Delta h - P\Lambda) = D'\xi,$$

where $P = [\Delta w, \Delta A_{t-1}, \Delta A_t, \Delta X]$ is the $(N(T-1) \times L)$ matrix of first-differenced regressors in the estimated labor supply function in (7), $D$ is an $(N(T-1) \times K)$ matrix of instruments dated $t-1$ and earlier, $\Delta h$ is the $(N(T-1) \times 1)$ vector of first-differenced hours worked, and $\Lambda$ contains $(L \times 1)$ intratemporal preferences parameters to be estimated, $[\alpha, \delta, \phi, \gamma]'$.

The criterion function we minimize is

$$J_r(\Lambda) = g(P, D; \Lambda)'S_{xx}^{-1}g(P, D; \Lambda),$$

where $S_{xx}$ is an optimal weighting matrix, $(D'E(\Delta \xi\Delta \xi')D)$. Initial consistent estimates for the vector $\Delta \xi$ come from a consistent but sub-optimal weighting matrix, the identity matrix. Solving the criterion function for the feasible generalized method-of-moments estimator gives

$$\hat{\Lambda} = [P'D\hat{S}_{xx}^{-1}D'P]^{-1}P'D\hat{S}_{xx}^{-1}D'\Delta h,$$

which has the estimated asymptotic covariance matrix

$$Var(\hat{\Lambda}) = [P'D\hat{S}_{xx}^{-1}D'P]^{-1}.$$

Estimating labor supply via (8)–(10) in first differences due to latent heterogeneity and rational expectations creates an MA(1) process in the transformed random
disturbance, $\xi_t - \xi_{t-1}$, which influences the functional form of the weighting matrix, $S_{GMM}$ (Maeshiro and Vali 1988). The weighting matrix in our GMM first-differences model, $S_{GMM}$, is the sum of a conditionally heteroskedastic matrix ($\hat{\Omega}_0$) and an autocorrelation matrix ($\hat{\Omega}_1$) such that

$$S_{GMM} = \hat{\Omega}_0 + [\hat{\Omega}_0 + \hat{\Omega}_1],$$

where

$$\hat{\Omega}_0 = (1 / N(T-1)) \sum_{i=1}^N (D' D)$$

and

$$\hat{\Omega}_1 = (1 / N(T-1)) \sum_{i=1}^N (D' D)$$

i = 1, ..., N, and t = 1, ..., T - 1.\(^8\) Predetermined information dated $t - 2$ and earlier can be instruments in light of the MA(1) errors in the first-differenced life-cycle consistent labor supply (Griliches and Hausman 1986).

In addition to testing over-identifying restrictions some other specification tests are prudent in step one. Motivated by previous research that has generally conditioned hours worked on only concurrent asset income or net (dis)saving, an obvious specification test is a likelihood-ratio test of whether the additional lagged wealth term ($A_{t-1}$) is statistically significant in the estimated first-stage labor supply function. Specifically, we compare $J_r(\hat{\Lambda})$ in the unrestricted labor supply model (7) to $J_r(\hat{\Lambda}')$ in a restricted model that conditions hours worked on the net wage and current virtual saving using the statistic

$$LR = T[J_r(\hat{\Lambda}') - J_r(\hat{\Lambda})] \sim \chi^2_S.$$

The degrees of freedom in the chi-squared statistic, $S$, is the number of restrictions imposed (Newey and West 1987a). Because it is possible for the restricted criterion function to be less than the unrestricted criterion function the test of the significance of

\(^8\)When the weighting matrix is not positive semidefinite we use a method of modified Bartlett weights (Newey and West 1987b). We do not confront the additional complexity that possible measurement errors can introduce nonlinear random errors into the estimated indirect utility function, requiring a nonlinear errors-in-variables estimator in step two. Developing an instrumental variables estimator for nonlinear errors in the variables of our step two indirect utility function is beyond the scope of our research. For examples of nonlinear errors in variables models see Amemiya (1985, 1990) and Hsiao (1989).
the labor supply effect of lagged assets is asymptotically consistent in the positive semidefinite sense if one uses the unrestricted weighting matrix \( \hat{S}_{xx} \) in both minimizations.

Our third specification test, which takes the same form as the likelihood-ratio test statistic in (15), is a Hausman-type (exogeneity) test of the validity of the contemporaneous gross wage rate as an instrument (Newey 1985). Remember that exogeneity of the gross wage is a necessary condition for consistent estimation of labor supply with taxes via maximum likelihood. Rejecting gross wage exogeneity tells the researcher to avoid the maximum-likelihood estimator popularized by Burtless and Hausman (1978) and to follow instead an instrumental-variables approach such as we do.

3.2 Step Two: Estimating Intertemporal Preferences

In step two we estimated intertemporal preferences parameters. The Euler equation for the motion in the marginal utility of net wealth (6) defines the GMM criterion function for our second step estimates that is

\[
m(P, Z, M; \hat{A}, \Theta) = M' \left[ \sigma_0 \Delta \ln \hat{V}_{t+1} + \sum_k \sigma_k \Delta(Z_{k,t+1} \ln \hat{V}_{t+1}) + \Delta \ln \hat{V}_{t+1} + \kappa_{t+1} \right].
\]  

In the criterion equation (16) \( M \) is an \((N(T - 2) \times Q)\) matrix of instruments, \( \Theta \) is the \((K \times 1)\) vector of intertemporal preferences parameters we estimate. The step two criterion function we then minimize is

\[
J_r(\Theta; \hat{A}) = m(P, Z, M; \hat{A}, \Theta)' \hat{S}_{mm}^{-1} m(P, Z, M; \hat{A}, \Theta),
\]

where the weighting matrix in the criterion function (17), \( \hat{S}_{mm} = (M' \ln \hat{e}_{t+1} \ln \hat{e}_{t+1}) M \), is conditionally heteroskedastic. We obtain initial consistent estimates of the random disturbance, \( \ln e_{t+1} \), by setting the weighting matrix equal to the identity matrix.

Standard errors for the estimator of intertemporal preferences \( \Theta \) may be inconsistent because they depend on first-stage standard errors. We use a consistently estimated asymptotic covariance matrix of \( \hat{\Theta} \) that is
\[ \hat{\Omega}_\phi = \left[ m_0^e \hat{S}_{ew}^{-1} m_0^e \right]^{-1} + \left[ m_0^e m_\lambda^{-1} (\text{Var}(\hat{\lambda}))^{-1} m_\lambda^e m_0^e \right]^{-1} \\
- \left[ m_0^e [m_\lambda g_\lambda^{-1} \hat{S}_{ew} + \hat{S}_{mg} g_\lambda^{-1} m_\lambda^e]^{-1} m_0^e \right]^{-1}, \tag{18} \]

where \( m_0^e, m_\lambda, \) and \( g_\lambda \) are partial derivatives, and \( \hat{S}_{ew} \) is the sample covariance between \( g(\cdot) \) and \( m(\cdot) \) to correct for potential bias in the second-stage standard errors of estimated intertemporal preferences (Newey 1984).

### 3.3 Parameterizing Taxes

The most influential econometric research on labor supply tax effects has applied maximum likelihood to incorporate the piecewise-linear budget constraint (Burtless and Hausman 1978; Hausman 1980, 1981a). Maximum likelihood rests on strong behavioral assumptions: that a worker has complete knowledge of all tax brackets ex ante, that the gross wage and gross nonwage income are exogenous to labor supply, and that the Slutsky condition is satisfied at all internal kink points of the budget constraint.

Exogeneity of the gross wage is unlikely, especially because the gross wage researchers have used most often has been average hourly earnings. If hours worked are measured with error then so is average hourly earnings, which then must be treated as endogenous, violating an assumption of maximum likelihood. To ensure positive probabilities and a well-behaved likelihood function maximum likelihood also regulates the allowable set of labor supply responses, forcing a nonnegative estimated wage effect and a nonpositive estimated asset income effect (MaCurdy, Green, and Paarsch 1990; Flood and MacCurdy 1992; MacCurdy 1992). Because of its econometric complexity and the stringent ex ante restrictions maximum likelihood places on estimated labor supply parameters an alternative estimator such as the instrumental-variables approach we use is attractive.

**Differentiable Marginal Tax Rate.** Because our estimator requires only information on the effective marginal tax rate it substantially eases the computation burden.

Specifically, because reported taxable income is relatively free of measurement error in
the typical micro data set the marginal tax rate can be closely tracked by a differentiable polynomial in taxable income (MaCurdy, Green, and Paarsch 1990; Rodgers, Brown, and Duncan 1993). A differentiable marginal rate can also be integrated back to infer the total taxes function needed to construct net wealth.

A differentiable marginal tax rate approach to parameterizing net wages and nonwage income easily accommodates the fact that social security taxes apply only to a portion of earnings. Moreover, during our sample period most states had progressive income-tax schedules where about three-fourths of the states used federal adjusted gross income or federal taxable income as their bases. We judge the impact of state taxes as too important to ignore while too complicated to represent exhaustively. Because we focus on how federal income taxes affect life-cycle labor supply we augment the worker's federal marginal tax and social security tax rates with an average state tax rate defined as the ratio of individual state income tax collections to adjusted gross income in the state.

Algebraically, we adopt the total marginal tax rate specification

$$\tau_i = [\Phi_i - \Phi_{2i}] r_i + [\Phi_{2i} - \Phi_{3i}] b(I_i) + \Phi_{3i} \tau_i + \Phi_{su} \tau_{su},$$

(19)

where $r_i$ is the average state tax rate, $b(I_i)$ is an estimated polynomial in taxable income ($I_i$), $\tau = \tau_i + \tau_w$ with $\tau_w$ the top federal marginal tax rate in year $t$, and $\tau_{su}$ is the payroll tax rate (MaCurdy, Green, and Paarsch 1990). In the marginal tax rate in (19) $\Phi_j [(I_i - \mu_j) / \sigma_j] (j = 1, 2, 3)$ is the cumulative distribution function for the standard normal where $\Phi_j$ is pseudo-spline function equal to 1 when $I_i \geq \mu_j$ and equal to zero when $I_i < \mu_j$. The speed at which a worker switches from one marginal tax bracket to another is determined by $\sigma_j$, with greater smoothness produced by larger values of $\sigma_j$. The parallel pseudo-spline function for social security taxes is $\Phi_{su} [(\mu_{su} - Y_t) / \sigma_{su}]$, where $\mu_{su}$ is the cutoff for the social security tax base, and $Y_t$ is labor earnings. A worker's marginal tax rate is then the state income tax rate, $\tau_i$, plus the federal marginal tax rate and the social security tax rate when nonzero.
The polynomial $b(I)$ in the tax function (19) approximates all of the marginal tax brackets within a given range. In 1978, for example, there are 15 marginal tax brackets between taxable incomes of $3,200 and $67,200. Taking $50 increments in incomes $3,200 to $67,200 and calculating the associated statutory marginal tax rates in 1978 yields 1280 pairs of incomes and marginal tax rates. The cubic ordinary least squares regression we ran through the 1280 marginal tax rate-income pairs to summarize the 1978 federal tax table for married couples filing jointly is

$$b(I) = \tau + 0.0402 + (1.4410^{-5})I - (1.2110^{-10})I^2 + (2.4910^{-16})I^3. \quad (20)$$

Figure 1 illustrates how well the smooth tax function replicates the federal income tax schedule exclusive of the average state and social security tax rates.9

The first year of our sample, 1978, provides an example of how the marginal tax function (19) operates for a married couple filing jointly. The first term in the tax function (19) reflects the zero bracket amount in the tax schedule. For taxable income above zero but less than $3,200 $\Phi_{\ell} = 1, \Phi_{z_1} = 0, \Phi_{z_2} = 0, \Phi_{w} = 1$, and the marginal tax rate is the state tax rate plus the payroll tax rate of 6.05 percent. When taxable income reaches $3,200 $\Phi_{z_1} = 1$, making the first term in (19) zero but adding the second term so that the worker faced the marginal tax rate implied by the polynomial $b(I)$ in (20). When taxable income reaches $67,200 $\Phi_{z_2} = 1$, the second term in (19) vanishes, and the effective marginal tax rate is the 1978 maximum federal rate of 55 percent, the state income tax rate, plus the payroll tax rate if gross labor earnings were below $17,000.

4. Data

Our data are for 1978–1987 from the Panel Study of Income Dynamics, which is the data set used most frequently to study U.S. labor supply. The PSID is also the data from

---

9 $R^2 = 0.98$.

10 We set the standard deviation, $\sigma_{\ell}$, to 0.2 for each segment $j$, which provides an adequate degree of curvature to the tax function according to MaCurdy, Green, and Paarsch (1990).
which much influential U.S. research on taxes and labor supply has drawn its samples
(Hausman 1981a; MaCurdy, Green, and Paarsch 1990), making comparisons to our
results maximally informative. We selected our sample using multidimensional rules
similar to others studying prime-aged male labor supply. Our sample is continuously
married, continuously working men who were ages 22 to 51 in 1978. The worker must
have been paid either an hourly wage rate or a salary; we deleted piece-rate workers and
the self employed. Our selection process yielded a balanced panel of 532 prime-aged
U.S. men over 10 years, for 5320 person years of observations. The Appendix contains
summary statistics for all variables used in estimation.

4.1 Wages

The Panel Study of Income Dynamics asks all workers how they are paid. For
workers paid by the hour the gross hourly wage rate is recorded. The interviewer asks
workers paid salaries how frequently they are paid, such as weekly, bi-weekly, or
monthly. The interviewer then norms a salaried worker's pay by a fixed number of hours
depending on the pay period. For example, salary divided by 40 is the hourly wage rate
constructed for a salaried worker paid weekly. The gross hourly wage rate we use is as
free as possible of the division bias found in labor supply regressions using average
hourly earnings as the wage.\footnote{For evidence on how the gross wage measure affects labor supply parameter estimates see Conway and
Kniesner (1992, 1994.).}

4.2 Taxable Income

When constructing annual taxable income we assumed that the married men in our
sample filed joint tax returns. Adjusted gross income is the sum of the man's labor
earnings plus interest income. Taxable income is adjusted gross income less deductions
and exemptions. The Panel Study of Income Dynamics provides the number of tax
exemptions (dependents) taken in each year but calculating deductions required some
effort on our part.
Computing the value of deductions depends on the year under consideration. To evaluate deductions for years prior to and including 1983 we followed the convention established in the PSID. With information from the Internal Revenue Service's *Statistics of Income* we generated the typical value of itemized deductions based on the man's adjusted gross income. We then calculated the difference between typical itemized deductions and the standard deduction, known as excess itemized deductions. When excess itemized deductions were positive we subtracted it from adjusted gross income; when excess itemized deductions were not positive we applied the standard deduction for the years prior to and including 1983.

Beginning in 1984 the PSID records whether the family itemized. For known itemizers we subtracted excess itemized deductions from adjusted gross income and used the standard deduction for the men who did not itemize deductions for 1984 and thereafter. One other small detail. Prior to the Tax Reform Act of 1986 (TRA86) the standard deduction was built into the tax tables so that we only need subtract the value of deductions exceeding the standard deduction from taxable income. After TRA86 came into effect the standard deduction is no longer built into the tax tables so we subtracted either the standard deduction or total itemized deductions from adjusted gross income depending on whether the family itemized or not.

4.3 Assets

The Panel Study of Income Dynamics has little information on interest rates, assets, and saving. In estimating the Euler equation for the marginal utility of net wealth (6) we use the after-tax annual average three-month T-Bill interest rate. We constructed assets as the sum of the liquid and illiquid asset measures in the PSID. Liquid assets are nominal rent, interest, and dividend income capitalized by a nominal interest rate. We capitalized the first $200 of income from liquid assets by the annual average passbook savings account rate and capitalized rental income in excess of $200 per year by the annual average three-month T-Bill rate. For the illiquid component of assets we used the
value of home equity defined as the difference between house value and outstanding principal remaining. Unlike previous researchers (Zeldes 1989, Runkle 1991) we included illiquid assets because more wealth resides in home equity than in other liquid components. In our sample almost 90 percent of the men are homeowners, but just over half the men have liquid wealth. Because workers do not face their marginal tax rates for all taxable income we added a capitalized lump-sum transfer to lagged wealth \( A_{-1} \), creating virtual wealth. We adjusted lagged wealth because \( A_{-1} \) enters the current period's tax function. Our virtual wealth is a life-cycle model's analog to virtual income in the static model of labor supply with income taxes.

5. Econometric Results

Our econometric approach first estimates life-cycle consistent labor supply functions to identify intratemporal preferences. In the course of our first step we address a number of specification issues we believe have received insufficient attention. Specifically, in step one we examine whether the current wage (gross and net) is exogenous, whether the researcher need include common year-specific effects as well as worker-specific effects, whether the parameter estimates are sensitive to how one measures the rate of pay, and whether the budget constraint is time (non)separable. In step two we estimate intertemporal preference parameters conditional on the econometrically dominant intratemporal preference parameters estimated in step one. When estimating the intertemporal preferences in step two via the intertemporal Euler equation we are again

---

12 The PSID collected comprehensive wealth data in 1984 and 1989, including data on house equity, net value of other real estate, net value of vehicles, net value of a farm or other business, and net value of other assets. The measure of total wealth from the PSID has been used by others (Hubbard, Skinner, and Zeldes 1994, 1995). Ziliak (1994) demonstrates that variation in our measure of liquid wealth explains about half the variation in total wealth while including home equity makes variation in our measure of wealth explain 80 percent of total wealth. The ability of our wealth measure to track total wealth when measured independently is our justification for including both liquid and illiquid wealth measures in our definition of wealth. Our summary wealth statistics are comparable to wealth measures from the Survey of Income and Program Participation (Engen, Gale, and Scholz 1994).

13 Virtual wealth is the sum of lagged wealth plus the capitalized value of the lump-sum transfer so that virtual wealth is \( A_{-1} + \left[ (rT_I) - T(I)/I \right] \sigma I / r \), where \( r \) is the nominal annual average of the 3-month T-bill rate. In all regressions in Table 2 we use net saving plus the uncapitalized lump-sum transfer.
interested in the importance of possible economy-wide shocks as well as possible person-specific discount rate heterogeneity. Part of step two is a test of the underlying rational expectations hypothesis using an ancillary equation for updating the marginal utility of net wealth. Finally, we use our estimates of intra and intertemporal preferences for prime-age men to compute the lifetime indirect utility function plus the wage and tax elasticities of labor supply with respect to transitory versus permanent and expected versus unexpected net real wage changes. Our indirect utility function and labor supply elasticity estimates are the foundation of simulations of the behavioral responses to and welfare effects of recent U.S. tax policies in Section 6.

5.1 Step One: Estimating Intratemporal Preferences

We estimate intratemporal preferences using equation (7), life-cycle consistent labor supply with worker-specific heterogeneity. All regressions condition on demographics usually included in econometric models of labor supplied — age, health status, and number of children living at home. As explained in Section 3 our maintained hypothesis of rational expectations leads us to an approach common in estimation with panel data when there are worker-specific fixed effects, the first-difference transformation.

We generate initial parameter estimates by choosing the identity matrix as the initial weighting matrix, which is a consistent instrumental-variables estimator. Residuals from initial IV regressions form the weighting matrix for GMM estimates.

**Basic Instrument Set.** The instrument sets for estimating intratemporal preferences in step one date \( t-1 \) and \( t-2 \). There are 20 instruments in the basic instrument set in step one: a constant; values at \( t-1 \) and \( t-2 \) of age, \( \text{age}^2 \), (age*education), number of children, health status (= 1 if disabled), union status (= 1 if member), and home ownership; and values at \( t-2 \) of the gross real wage, the net real wage, the net three-month T-Bill rate, net real wealth, and net real virtual wealth.

We chose our instruments for all steps of estimation based on multiple criteria. One requirement was parsimony and similarity to previous empirical labor supply research.
More important is that instruments must all be exogenous, which we verified with an LR test. We did not, however, use the largest possible instrument set by exploiting extreme nonlinearities or all possible moment conditions as discussed in Ahn, Lee, and Schmidt (1994). We also did not attempt to choose an instrument set that maximizes a measure of fit between instruments and the set of endogenous regressors or maximizes efficiency conditional on consistency as discussed in Hall (1993) and Newey and McFadden (1994).

**Specification Checks.** We examine the econometric consequences of how one measures the wage rate by running parallel specifications using average hourly earnings versus the reported hourly wage. We use a Hausman-type testing approach to the issue of the exogeneity of the current gross wage by running regressions with and without the current gross wage in the instrument set. Finally, we also estimate regressions where we append time (year-specific) dummy variables to the basic instrument set because the validity of time dummies is important for the consistency of GMM estimation in rational expectations models because year-specific effects will capture forecast errors from common economy-wide disturbances (Chamberlain 1984, p. 1311).

Table 1 presents six fixed-effects labor supply estimates conditioning on current and lagged assets, and Table 2 presents six fixed-effects labor supply regressions conditioning on current virtual saving. Comparisons of regressions across the columns within either Table 1 or Table 2 indicate the econometric consequences of (1) possible economy-wide forecast errors, (2) the wage measure, and (3) nonexogeneity of the current gross wage. The difference between results in Tables 1 and 2 reveals time (non)separability in the lifetime budget constraint. [Insert Tables 1 and 2 here.]

**Step One Results.** Important for how best to estimate labor supply tax effects is the change in the estimated wage coefficient when we appended the contemporaneous gross hourly wage to the instrument set. Both the uncompensated and compensated wage elasticities are significantly negative in column (2) of Table 1 suggesting downward-sloping uncompensated and compensated labor supply schedules, which
violates the Slutsky integrability conditions. Because the \( p \)-value for the \( LR \) test comparing the regressions in columns (1) and (2) of Table 1 is 0.015 the data reject the extra over-identifying restriction imposed by adding the gross wage to the instrument set in what we will emphasize is the preferred case of the observed hourly wage regressor. (Similarly, the data reject the validity of the current gross wage as an instrument with a \( p \)-value of 0.008 in the case of the expanded instrument set with time dummies.) Rejecting the contemporaneous gross wage as a valid instrument supports our instrumental-variables approach to estimation over maximum likelihood, which requires gross wage rate exogeneity.\(^{14}\)

Both current and lagged assets have estimated coefficients producing negative labor supply wealth effects in Table 1. However, the estimated (un)compensated labor supply wage effect is significantly positive only when the instrument set correctly includes time dummies (\( p = 0.088 \)), properly excludes the contemporaneous gross wage, and uses as the wage the more accurately measured reported hourly rate of pay. The corresponding estimated marginal tax elasticity in column (3) of Table 1, found by differentiating the labor supply function with respect to the marginal tax rate, is negative so that hours of work decline with increases in marginal tax rates. Recall that a finding common in the static labor supply literature is a downward sloping or vertical uncompensated labor supply function for men, possibly due to using average hourly earnings as the wage regressor (Conway and Kniesner 1992, 1994), which is the case in the results presented in columns 4–6. Not only does the more negative estimated coefficient of average hourly

\(^{14}\)Appending the contemporaneous gross average hourly earnings to the instrument set in column (4) of Table 1 has less effect on the estimated wage coefficient because the wage elasticities are insignificantly negative. Comparing the \( J \)-statistics of columns (4) and (5) highlights the problem noted by Newey and West (1987a) that the restricted model may have a lower computed \( J \)-statistic. Using the unrestricted covariance matrix with restricted residuals and common instruments yields a \( LR \) test statistic of 4.11 with a \( p \)-value of 0.043 at one degree of freedom, suggesting a weaker rejection of the concurrent gross average hourly earnings as a valid instrument. With time dummies in the instrument set the \( LR \) test statistic for rejecting gross average hourly earnings exogeneity is 335.76 (\( p = 0.000 \)). For completeness we also note that the data reject exogeneity of the current net wage with, for example, a \( p \)-value of 0.004 in the case of the reported hourly wage and time dummies in the instrument set in Table 1.
earnings in Table 1 suggest wage coefficient division bias (Borjas 1980), but the
goodness-of-fit ($J$) statistic also favors the model with the reported wage in column (3) of
Table 1 over the regression model with average hourly earnings in column (6).

As brought out in Section 2 a time-separable life-cycle labor supply model may
condition hours worked on current net saving. Table 2 presents analog labor supply
regressions to Table 1 collapsing current and lagged assets into net virtual saving,

$$S_t = A_t - (1 + r_{it}) A_{t-1} + L_t,$$

where $L_t$ is the lump-sum transfer needed to create virtual
saving ($L_t = [(\tau(I,I) - T(I,I)) I,]$, which is a sufficient statistic for extra-sample
period information under time separability (MaCurdy 1983; Blundell, Meghir, and Neves
1993). Unlike Table 1 the estimated wage coefficient is negative in Table 2 whether the
gross wage or time dummies are excluded from (included in) the instrument set for the
reported hourly wage.\textsuperscript{15} The net saving coefficient has the ex ante expected negative sign
in Table 2. The overidentifying restrictions do not favor the models using time dummies
as instruments in Table 2, which may reflect the fact that net saving does not adequately
capture aggregate shocks to labor supply while the model in Table 1 does.

Perhaps most important for step two to follow is that the intertemporally nonseparable
model in column (3) of Table 1, life-cycle consistent labor supply estimated with the
reported wage and including time dummies but omitting the gross wage from the
instrument set, econometrically dominates (is not rejected in favor of) the time-separable
models in Table 2. In particular, no regression model in Table 2 has the jointly required
significantly negative saving effect and significantly positive compensated wage effect.

From tests of instrument exogeneity and intertemporal nonseparability ($LR = 9.845$ with
$p = 0.002$ for rejection of the null hypothesis that budgets are time separable) we select

\textsuperscript{15} The negative wage coefficient in the net saving models appears under a variety of instrument set choices
including instrument sets without lagged endogenous variables (containing only demographics). The
suboptimal 2SLS wage coefficient is positive and insignificant. The difference between (untabulated)
2SLS coefficients and the GMM results in Table 2 can stem from a negative correlation between the
weight matrix and the regressors (Altonji and Segal 1994). A possible downward bias due to a correlation
between the weight matrix and regressors does not occur in the GMM nonseparable models in Table 1.
column (3) of Table 1 for the estimated labor supply parameters to use in step two regressions and in the simulations of Section 6 calculating the labor market and welfare effects of recent tax regime changes.

Quality of the Instrument Set. An important line of recent econometric research has been to examine IV estimation when the instruments are weakly related to the associated endogenous explanatory variable. The two consequences of weak instruments (for example, \( R^2 \leq 0.05 \) between a single explanatory variable and the instruments) are large inconsistencies in IV parameter estimates even if the correlation between the instruments and the structural equation error is small and IV parameter estimates that are biased in the direction of OLS even in large samples (Bound, Jaeger, and Baker 1995). The practical implication is that when applying instrumental variable estimation one should not only test whether the over-identifying restrictions hold but also examine and report information summarizing the strength of the instrument set. In a case such as our GMM approach where there is a large instrument set and multiple endogenous explanatory variables Bowden and Turkington (1984, Chapter 2) recommend reporting canonical correlation of endogenous regressors and instruments. We dutifully report that the geometric mean of the canonical correlations between the regressors and the instrument set for our most preferred specification, column (3) of Table 1, is 0.387 so that we should not have the problems associated with weak instruments in our model of choice.\(^{16}\)

Summary and Implications of Step One. Step one estimates of intratemporal preferences establish that the contemporaneous gross hourly wage is not exogenous to the estimated labor supply function, which agrees with the static results from Flood and MaCurdy (1992) and conflicts with the econometric assumptions required for maximum-likelihood estimation of labor supply tax effects. We also found that

\(^{16}\)As another point of reference to use in supporting our GMM results we note that the biased and inefficiently estimated OLS coefficients (standard errors) for our preferred specification, column (3) of Table 1, are \( \alpha = -37.7224 \pm 3.3779 \), \( \beta = 0.0185 \pm 0.1192 \), and \( \phi = -0.3819 \pm 0.1138 \).
intertemporally nonseparable models with current and lagged assets dominate
time-separable life-cycle consistent labor supply models. Using our most preferred results in step one, column (3) of Table 1, the mean estimated uncompensated wage elasticity is about 0.13 and the mean estimated compensated wage elasticity is 0.14 to 0.15. The estimated tax elasticity of labor supply is -0.06, so that hours worked by prime-aged men would fall slightly more than one-half percent in the short run with a 10 percent increase in U.S. marginal tax rates.

5.2 Step Two: Estimating Intertemporal Preferences

The previous section showed that the most appropriate estimated parameters from step one to use in step two come from GMM fixed-effects labor supply estimates with reported wages and conditioning on current and lagged assets. Treating the estimated labor supply parameters as known when estimating the empirical Euler equation for the marginal utility of net wealth (6) we can then identify intertemporal preferences, including the subjective discount rate, $\rho$, and the coefficients of relative risk aversion, $\sigma_a$, which are components of the long-run (life-cycle) labor supply elasticities. The embedded risk-aversion equation has a constant term plus (changes in) wealth, in the number of children living at home, and in health status.

We used a basic instrument set with 20 instruments in the GMM estimator in step two: a constant; gross and net reported wages, the net 3-month T-bill rate; children, age, age$^2$, the interaction of age and education, health status, and home ownership in years $t-3$ and $t-4$; plus net wealth in year $t-4$. Euler equation estimates from step two appear in Table 3. As in step one we examine the importance of adding time dummies to the instrument set in columns (2) and (4).\footnote{The geometric mean canonical correlation between the endogenous regressors and the instrument set with time dummies in step two is 0.175.} [Insert Table 3 here.]

We estimated four specifications of the intertemporal Euler equation, a common discount rate versus person-specific discount rate with and without time dummies in the
instrument set. In the interest of space and because the subjective discount rate seems unlikely to be constant across workers but rather likely to capture heterogeneity of intertemporal preferences we will only discuss the person-specific discount rate specifications of Table 3. The overidentifying restrictions are satisfied and the heterogeneous discount rate specification in columns (3) and (4) dominate the common discount rate specification in columns (1) and (2).¹⁸ Because the heterogeneous life-cycle consistent labor supply specification dominated a homogeneous life-cycle consistent labor supply specification it is not surprising that a specification check in step two also locates discount rate heterogeneity.

The mean value of the estimated person-specific discount rates is 0.034, which is at the upper end of the range of estimates in the consumption literature (Hansen and Singleton 1982, Deaton 1992). The estimated constant coefficient of relative risk preferences, $\hat{\sigma}_0$, is positive but less than unity, indicating risk aversion in the preferred specifications of columns (3) and (4) of Table 3. Risk aversion increases with wealth and poor health as the estimated values of $\sigma_A$ and $\sigma_H$ are both positive.

**Uncertainty and the Rational-Expectations Hypothesis.** The econometric labor supply model we use has the rational-expectations of uncertain economic outcomes, which implies that past forecast errors do not influence current decisions or cause revisions in the marginal utility of net wealth. If our underlying model correctly specifies the evolution of life-cycle labor supply only contemporaneous innovations to components of wealth should cause revisions in the marginal utility of net wealth.

Because the residual from the Euler equation (6) is the innovation to the marginal utility of net wealth $\ln \dddot{z}_{i,t}$ can function as the dependent variable in a test of the underlying rational expectations hypothesis and in estimating labor supply elasticities with respect to unexpected transitory wage changes. Specifically, let

¹⁸Using the LR test ($df = N - 1 = 531$) the implied $p$-values under the null hypothesis of a common discount rate for the basic and expanded instrument set with time dummies are both 0.000.
\[
\ln \hat{\epsilon}_{t+1} = \zeta_{\omega} \left( \omega_{t+1} - E_t \omega_{t+1} \right) + \zeta_{r} \left( r_{n,t+1} - E_t r_{n,t+1} \right) + \zeta_{A} \left( A_{t+1} - E_t A_{t+1} \right),
\]

where \( E_t \) indicates expectation at time \( t \). Under rational expectations lagged innovations should have no additional predictive power when estimating equation (21), \( \hat{\zeta}_{\omega} \) and \( \hat{\zeta}_{r} \) should be negative, and \( \hat{\zeta}_{A} \) can take either sign or zero (Altonji and Ham 1990).

Because intertemporally nonseparable budgets make the lagged error at \( t-1 \) endogenous, the appropriate comparison is between the fit of the models including (omitting) \( \ln \hat{\epsilon}_{t-2} \) in the instrument set.

Following the lead of Altonji and Ham (1990) we estimated a semi-logarithmic Euler equation for the marginal utility of net wealth (21) in two steps.\(^{19}\) Using instruments dated \( t-j (j \geq 2) \) we first produced time \( t \) expectations of period \( t+j \)'s net wage, net interest rate, and net wealth. Using instruments dated \( t-k (k \geq 1) \) we then estimated the arguments on the right-hand side of (21), which are the innovations in period \( t \)'s expected net wage, net interest rate, and net wealth.

In both steps involved in estimating the ancillary equation (21) there were 20 instruments including a constant plus the values at \( t-1, t-2, \) and \( t-3 \) of net assets, children at home, health status, the net three-month T-bill rate, and age and values at \( t-2 \) and \( t-3 \) of gross and net wages. For completeness we again examined the econometric consequences of allowing economy-wide shocks by including time dummies in the instrument set in half the estimated Euler equations.

Because the over-identifying restrictions on the ancillary regressions presented in Table 4 are not as readily accepted as in the cases of labor supply and the indirect utility function, a limited-information approach seems best. Practically speaking, both specifications where the innovations at \( t-2 \) are excluded from the instrument set, rows (1) and (3), give comparable economic results. All three regressors have the expected a priori signs, and the interest rate and wealth innovations' coefficients are statistically

\(^{19}\)The two steps are necessary because the standard econometric approach to rational expectations results in a matrix of explanatory variables that is singular here.
significant at the one percent level while the wage innovation coefficient is significant at
the five percent level in row (3). Unexpected increases in wages or wealth diminish
marginal utility while unexpected increases in the interest rate raise the marginal utility of
net wealth. The dominance of the specifications in rows (1) and (3) of Table 4 based on
their p-values also means that we reject the lagged forecast error at time $t-2$ as a valid
instrument and do not to reject the null hypothesis of rational expectations. [Insert Table
4 here.]

5.3 Labor Supply Elasticities

Because of its relevance to economic policy a focal point of the empirical literature on
life-cycle labor supply has been the $\lambda$-constant elasticity, which is the labor supply
response to an expected wage change. The $\lambda$-constant labor supply elasticity can be
computed from the intertemporal substitution elasticity (ISE), which is the labor supply
response to an expected change in all prices (Browning 1985). The $\lambda$-constant elasticity,
also known as Frisch's specific-substitution elasticity, is $e_\lambda = [e_u + \Psi(e_A)^2(wh/A)]$,
where $e_u$ is the compensated wage elasticity, $\Psi$ is the ISE, $e_A$ is the wealth elasticity, and
$(wh/A)$ is current earnings relative to wealth. The sample mean $\lambda$-constant elasticity in
Table 3 is about 0.15 in both the common and worker-specific discount rate
specifications. As required by the assumption of strictly concave preferences the
$\lambda$-constant elasticity in Table 3 is larger than the compensated wage elasticity in column
(3) of Table 1, which is larger than the uncompensated wage elasticity in column (3) of
Table 1.

To understand how estimated labor supply elasticities vary importantly across
families Table 5 presents six elasticities of interest by wealth quartile. Notice that the
(un)compensated and $\lambda$-constant elasticities rise with wealth so that the hours response to
wage changes are about 50 percent larger for the wealthiest 25 percent compared to the
poorest 25 percent of prime-aged men. Examining only elasticity averages in Table 1
would also obscure the distributional consequences of tax policy. As wealth increases so
does workers' responsiveness to taxation so that the marginal tax rate elasticity doubles as one moves from the lowest to the highest wealth quartiles in Table 5. We return to the issue of wealth and its interaction with tax reforms in the next section. [Insert Table 5 here.]

The last elasticity we mention in Table 5 has some interest for macro labor economists. The mean difference between realized and expected wages is about 0.233. Using the wage coefficient from row (3) of Table 4 the wealth effect of an unanticipated wage change is then \((-0.13 \times 0.233) \approx -0.03\), and the average labor supply elasticity of an unanticipated wage change is approximately \((0.15 - 0.03) = 0.12\). The uncertainty component or macro element of the total labor supply response to an unanticipated cyclic wage change is nontrivial in the highest wealth quartile, however. The wealth effect that accompanies an unexpected wage change shrinks the labor supply response of the wealthiest quartile of workers by about eight percent compared to an expected wage change. The increasing wealth effect across wealth quartiles standardizes the total elasticity of labor supplied with respect to an unexpected wage change at about 0.10 for all wealth quartiles.

6. Implications for Tax Policy

In applying the economic literature on the welfare costs of (non)linear income and commodity taxes we use the estimated intra and interperiod preferences discussed in Section 5 to form the indirect utility function and the associated expenditure function, \(\bar{E}[\omega, V(\omega, A_{-1}, A_1)]\), which we then use in so-called exact measures of changes in economic well being. We examine two measures of welfare change in the United States due to recent changes in the income tax laws.

---

20A clarifying point. By construction our elasticity calculations are a positive function of \((\omega, h)\), which on average is 40 percent higher in the highest wealth quartile than in the lowest wealth quartile. However, the partial derivative of labor supplied with respect to the marginal tax rate is not the same across workers and the marginal tax rate elasticity of labor supplied differs by 100 percent between the lowest and highest wealth quartiles.
6.1 Deadweight Loss Measures

One measure of welfare change we calculated with our estimated preferences parameters is a hypothetical payment to the government by the typical prime-aged married male worker under the pre tax-reform (wage and capital) income that would leave welfare unchanged under the post tax-reform income (Kay 1980). The hypothetical payment, or equivalent variation measure, compares an initial distorted equilibrium with a final distorted equilibrium and is of the form

\[
D(EV) = \bar{E}[\omega_2, V_2(\omega_2, A_1, A_2 - T_2)] - \bar{E}[\omega_1, V_2(\omega_1, A_1, A_2 - T_2)] - T_2(W_2 h_2, r_2, A_1, D_1, E_{x_2}) + T_1(W_1 h_1, r_1, A_0, D_1, E_{x_1}),
\] (22)

where \( \omega_1 \) and \( \omega_2 \) are the pre and post reform net marginal wage rates; \( A_1 \) and \( A_2 \) are pre and post-reform assets; and \( T_i \) \((i = 1, 2)\) is the value of actual tax payments at pre and post-reform levels, which depend on gross labor earnings \( (W_i h_i) \), interest income \( (r_i A_{i-1}) \), deductions \( (D_i) \), and exemptions \( (E_{x_i}) \). The deadweight loss measure in (22) is a consistent ordinal indicator of welfare in that a beneficial tax reform leaving tax payments constant reduces \( D(EV) \) (Auerbach 1985).

The equivalent variation measure in (22) fixes utility at its post-reform level, which under joint nonlinear income taxation is a function of post-reform wage and pre and post-reform assets, and lets wage differences imply a change in worker well being across tax regimes. An alternative calculation uses the change in consumers' surplus, called welfare variation, where the wage vector is held at a reference level, such as the pre tax-reform level, and utility differs when taxes change (King 1983, Triest 1987). The welfare variation measure of moving from one distorted equilibrium to another is

\[
D(WV) = \bar{E}[W, V_1(\omega_1, A_0, A_1 - T_1)] - \bar{E}[W, V_2(\omega_2, A_1, A_2 - T_2)] - T_2(W_2 h_2, r_2, A_1, D_1, E_{x_2}) + T_1(W_1 h_1, r_1, A_0, D_1, E_{x_1}),
\] (23)

where the reference point is the gross wage, \( W \). Joint nonlinear taxation ties the periods together by making \( V_2 \) depend on pre and post-reform wealth. The deadweight loss measure in (23) is the change in consumer utility less the actual revenue extracted. As
long as the reference price vector is fixed across alternatives the welfare variation measure is a consistent ordinal measure of utility such that any revenue neutral tax change that raises utility, $V_1 < V_2$, will reduce $D(WV)$.  

Although the ordinal rankings of the equivalent variation and welfare variation measures may differ unless the initial tax vector is applied to goods with zero income elasticities, both measures will give similar ordinal rankings under revenue neutral tax changes (Triest 1987).

6.2 Tax Simulation Details

In addition to simulating changes in economic well being we also simulated the labor supply responses to four federal income tax reforms. Because the system we estimated in Section 5 is a nonlinear function of the income tax schedule the marginal tax rate is endogenously determined with hours worked.\footnote{To be consistent with past research our structural simulation model takes the spouses' labor supply decisions as sequential wherein the husband first chooses his labor supply subject to a marginal tax rate calculated at wife's earnings of zero. In the sequential decision making underlying our labor supply simulations the wife's labor and interest incomes do not contribute to the husband's marginal tax rate calculations used in planning. We have, however, experimented by adding the wife's labor earnings to virtual saving in the models in Table 2 with no change in our conclusions using either the smooth marginal tax rates or the marginal tax rates reported in the PSID.} We then applied numerical methods to solve for the endogenous variables.

The nonlinear simultaneous equations system we solved describes labor supplied, wealth accumulation, the marginal tax rate, and tax payments as

\[ h_{it} = 27.8312W_{it}(1 - r_{it}) - 0.4941A_{it-1} - 2.0287A_{it} + X_{it} \hat{\gamma} + \hat{\eta}_i + \xi_{it}, \]  
\[ A_{it} = (1 + r_i(1 - r_{it}))A_{it-1} + W_{it}(1 - r_{it})h_{it} - C_{it} - T(I_{it}), \]  
\[ r_{it} = [\Phi_{it} - \Phi_{2it} b(I_{it}) + \Phi_{2it} \tau_{uit}], \]  
\[ T(I_{it}) = \int r(I_{it})dI_{it}, \]

where $C_{it}$ is consumption, $\hat{\eta}_i$, is the estimated person-specific fixed effect, and $\tau_{it}$ is the nonlinear marginal tax rate that depends on hours worked and assets.
We solved the system in (24)–(27) via backward induction using the Gauss-Newton algorithm and 100 Monte Carlo draws for each of the 532 men from the distribution $\xi \sim N(0, \sigma = 458)$ where 458 is the estimated standard deviation of the error in the first-differences model in Table 1, column (3). We then used simulated values in deadweight loss calculations of four tax regime changes.

6.3 Four Tax Regime Changes

We calculated measures of the comparative welfare effects of four U.S. federal tax regimes. In particular, we examined (1) the 1987 (post-TRA86) U.S. income tax structure versus a regime where taxes are absent, (2) the 1987 U.S. income tax structure versus a 10 percent across-the-board rate cut, (3) the 1987 income tax rates versus the 1981 (pre-ERTA) income tax regime, and (4) the 1987 income tax rates and tax base versus the pre-ERTA income tax regime.

Because our tax experiments refer to tax cuts our deadweight loss calculations are the maximum amounts the typical prime-aged married male worker would pay to lower his taxes. In all four cases the equivalent-variation (22) and welfare change (23) measures are close, differing no more than one percent, and giving consistent ordinal rankings of welfare changes. The particular tax reform and the worker's location in the wealth distribution determines labor supply with the greatest labor supply response coming from the wealthiest workers.

Eliminating Income Taxes. Estimates presented in Table 6 show that eliminating income taxes would lead prime-aged married men to work about four percent more hours on average, which is an estimate that is 60 percent larger than Triest (1990) who used a static labor supply model. Workers in the upper quartile of the wealth distribution would supply about seven percent more hours. The typical U.S. prime-aged married male worker would pay up to about 23 percent of his adjusted gross income to eliminate the

---

22Tripling the number of Monte Carlo draws changed the simulated values by no more than one percent.
current progressive income taxation.\textsuperscript{23} By additional comparison Hausman's (1981b) widely cited estimated labor supply effects of removing income taxes are higher (about eight percent) and estimated willingness to pay much lower (two percent) than our estimates. To explain, Hausman's labor supply income tax effects are driven by a large income effect whereas our deadweight loss calculations reflect a larger lifetime substitution effect. By adding capital income taxation to a life-cycle model including worker heterogeneity and time nonseparable utility we have located a greater extent of the excess burden of income taxes than Hausman located using a time-separable static model estimated with a single cross-section of the Panel Study of Income Dynamics. [Insert Table 6 here.]

**An Across-the-Board Rate Cut.** A 10 percent across-the-board rate cut from the current tax structure would cause about a 0.6 percent increase in the labor supplied annually by prime-aged married men (about 13 hours) accompanied by a reduction in government tax revenues of about six percent. Our typical married male worker would pay one to two percent of adjusted gross income to have a 10 percent cut while the wealthiest 25 percent would pay two to three percent of AGI for a 10 percent reduction in income tax rates.

**TRA86 Rate Cuts.** Results from our third calculation, comparing the labor supply response and deadweight loss from moving from the pre-ERTA (1981) income tax regime to the post-TRA86 (1987) income tax rates reveals that the average prime-aged married man raised hours supplied by two percent and would have paid 11 percent of his adjusted gross income for the change to TRA86 tax rates. Our estimates are that the wealthiest workers increased their labor supplied by about four percent and had about a

\textsuperscript{23} We used the traditional Kay and King measures of deadweight loss here because the welfare effects of eliminating the current federal income tax compare a distorted initial equilibrium to an undistorted final equilibrium.
14 percent improvement in their economic well being due to taxes under TRA86 compared to the pre-ERTA tax regime.

**TRA86 Rate and Base Cuts.** In our fourth simulation in Table 6 we compare the labor supply and deadweight loss response from moving from the pre-ERTA (1981) income tax regime to the post-TRA86 (1987) income tax rates and tax base. TRA86 took over six million people off the tax rolls so that incorporating both tax rate and base changes should make the simulated hours response higher than when incorporating only the tax rate changes under TRA86. Table 6 shows a 2–5 percent increase in labor supplied across the four quartiles in case (4), our simulation of the dual effects of the rate and base changes under TRA86. Comparing cases (3) and (4) implies the tax base effect of TRA86. Table 6 implies that changes in the tax base under TRA86 increased both average labor supplied and the welfare improvement under TRA86 by about an additional 50 percent with the largest effects occurring as expected in the lowest two wealth quartiles.

### 7. Conclusion

Our research has developed a structural model of life-cycle labor supply of workers facing a nonlinear tax structure over both wage and interest incomes, which generates an intertemporally nonseparable budget constraint and labor supply function. We included intertemporal nonseparability econometrically by estimating a life-cycle consistent labor supply equation that is conditioned on start-of-period and end-of-period assets. With data for prime-aged men for 1978–1987 from the Panel Study of Income Dynamics and a smoothed nonlinear intertemporal net budget constraint in a two-step generalized method-of-moments estimator we first identified intraperiod then interperiod-preferences parameters.

---

As a benchmark to use in judging labor supply simulations actual average hours worked increased by three to four percent during 1981–1987 for prime-aged men.
Our GMM estimator admitted comparisons of permanent versus transitory and expected versus unexpected wage changes so that we could develop labor supply elasticities of interest to both micro and macro economists. Estimates rejected labor supply models with intertemporally separable budget constraints in favor of intertemporally nonseparable labor supply. We used our labor supply estimates in stochastic simulations of the welfare gains from recent tax reforms that produced a flatter income tax system in the United States. Our results emphasize that the study of the work-incentive effects of income taxation should use longitudinal data, which permit incorporating the empirical realism of latent worker heterogeneity and time nonseparable decisions due to joint nonlinear taxation of wage and nonwage incomes.
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Appendix: Summary Statistics for Continuously Working Men
Aged 22-51 in 1978 for the Years 1978-1987

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual Hours of Work</td>
<td>2182.552</td>
<td>492.056</td>
</tr>
<tr>
<td>Reported Gross Wage</td>
<td>14.891</td>
<td>7.286</td>
</tr>
<tr>
<td>Reported Net Wage</td>
<td>10.224</td>
<td>4.142</td>
</tr>
<tr>
<td>Average Gross Hourly Earnings</td>
<td>15.643</td>
<td>8.759</td>
</tr>
<tr>
<td>Average Net Hourly Earnings</td>
<td>10.746</td>
<td>5.827</td>
</tr>
<tr>
<td>Marginal Tax Rate</td>
<td>0.292</td>
<td>0.069</td>
</tr>
<tr>
<td>Liquid Assets(^a)</td>
<td>15084.280</td>
<td>50790.111</td>
</tr>
<tr>
<td>Home Equity</td>
<td>49196.246</td>
<td>54109.148</td>
</tr>
<tr>
<td>Total Wealth</td>
<td>64280.526</td>
<td>81276.849</td>
</tr>
<tr>
<td>Virtual Wealth</td>
<td>78879.814</td>
<td>90181.207</td>
</tr>
<tr>
<td>Net Saving</td>
<td>3867.784</td>
<td>62743.191</td>
</tr>
<tr>
<td>Virtual Saving</td>
<td>5188.941</td>
<td>62893.291</td>
</tr>
<tr>
<td>Gross 3-Month T-Bill</td>
<td>0.030</td>
<td>0.018</td>
</tr>
<tr>
<td>Net 3-Month T-Bill</td>
<td>0.003</td>
<td>0.017</td>
</tr>
<tr>
<td>Age</td>
<td>38.918</td>
<td>8.450</td>
</tr>
<tr>
<td>Kids</td>
<td>1.556</td>
<td>1.196</td>
</tr>
<tr>
<td>Grades Completed</td>
<td>13.194</td>
<td>2.599</td>
</tr>
<tr>
<td>Race (1 = White)</td>
<td>0.919</td>
<td>0.271</td>
</tr>
<tr>
<td>Home Owner (1 = Yes)</td>
<td>0.888</td>
<td>0.315</td>
</tr>
</tbody>
</table>

\(^a\) N = 5320. All wealth, price, income variables are in real terms with respect to the 1987 personal consumption expenditure deflator.

Liquid assets equal nominal interest, dividend, and rental income earnings with the first $200 deflated by the average annual passbook saving rate and the remainder deflated by the average annual 3-month T-Bill rate.
Figure 1: Statutory and Differential Marginal Tax Functions in 1978
Table 1 Life-Cycle Consistent Labor Supply Equation: Time Nonseparable Model with $A_{\nu_1}$, $A_{\nu}$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reported Hourly Wage</th>
<th>Average Hourly Earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>$\omega_i$ ($a$)</td>
<td>24.6556</td>
<td>-24.9649</td>
</tr>
<tr>
<td>$A_{\nu_1}$ ($b$)</td>
<td>-0.3698</td>
<td>-0.3818</td>
</tr>
<tr>
<td>($1000's)</td>
<td>(0.1905)*</td>
<td>(0.1796)**</td>
</tr>
<tr>
<td>$A_{\nu}$ ($c$)</td>
<td>-1.6211</td>
<td>-0.0283</td>
</tr>
<tr>
<td>($1000's)</td>
<td>(0.8141)**</td>
<td>(0.5498)</td>
</tr>
<tr>
<td>Uncomp. Wage</td>
<td>0.1153</td>
<td>-0.1167</td>
</tr>
<tr>
<td>Elasticity*</td>
<td>(0.0966)</td>
<td>(0.0286)**</td>
</tr>
<tr>
<td>Lagged Wealth</td>
<td>-0.0100</td>
<td>-0.0103</td>
</tr>
<tr>
<td>Elasticity*</td>
<td>(0.0052)*</td>
<td>(0.0049)**</td>
</tr>
<tr>
<td>Current Wealth</td>
<td>-0.0468</td>
<td>-0.0008</td>
</tr>
<tr>
<td>Elasticity</td>
<td>(0.0235)**</td>
<td>(0.0159)</td>
</tr>
<tr>
<td>Comp. Wage ($A_{\nu_1}$)</td>
<td>0.1190</td>
<td>-0.1128</td>
</tr>
<tr>
<td>Elasticity</td>
<td>(0.0966)</td>
<td>(0.0287)**</td>
</tr>
<tr>
<td>Comp. Wage ($A_{\nu}$)</td>
<td>0.1318</td>
<td>-0.1164</td>
</tr>
<tr>
<td>Elasticity</td>
<td>(0.0969)</td>
<td>(0.0292)**</td>
</tr>
<tr>
<td>MTR Elasticity*</td>
<td>-0.0504</td>
<td>0.0511</td>
</tr>
<tr>
<td></td>
<td>(0.0423)</td>
<td>(0.0123)**</td>
</tr>
<tr>
<td>[p-value]</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>[0.1774]</td>
<td>[0.1309]</td>
</tr>
</tbody>
</table>

**Standard errors are in parentheses. Columns (2) and (4) contain the gross wage as an additional instrument while columns (3) and (6) contain time dummies as instruments.**

**Elasticities are computed at their mean values: net reported wage = 10.19; net average hourly earnings = 10.93; $A_{\nu_1} = 59.332; A_{\nu} = 62.969; h = 2179.48; MTR = 0.2979.**

**MTR elasticity = (\$W_i - \$MTR_i) \times (MTR_i/h_i).**

**d.o.f. is the number of instruments less parameters estimated and the p-value is for the null hypothesis that the overidentifying restrictions are not rejected.**

***$*$, **, *** denotes significance at the 10, 5, and 1 percent levels, respectively.**
Table 2 Life-Cycle Consistent Labor Supply Equation: Time Separable Model with $S_i^*$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reported Hourly Wage</th>
<th>Average Hourly Earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>$\omega, (\alpha)$</td>
<td>-24.8865</td>
<td>-26.4032</td>
</tr>
<tr>
<td></td>
<td>(12.0730)**</td>
<td>(6.1845)***</td>
</tr>
<tr>
<td>$S_i, (\phi)$</td>
<td>-0.2406</td>
<td>-0.2323</td>
</tr>
<tr>
<td>($1000's)</td>
<td>(0.0454)**</td>
<td>(0.0454)**</td>
</tr>
<tr>
<td>Uncomp. Wage</td>
<td>-0.1163</td>
<td>-0.1234</td>
</tr>
<tr>
<td></td>
<td>(0.0564)**</td>
<td>(0.0289)**</td>
</tr>
<tr>
<td>Saving</td>
<td>-0.0003</td>
<td>-0.0003</td>
</tr>
<tr>
<td>Elasticity</td>
<td>(0.0001)**</td>
<td>(0.0001)**</td>
</tr>
<tr>
<td>Comp. Wage</td>
<td>-0.1139</td>
<td>-0.1210</td>
</tr>
<tr>
<td>$S_i$ Elasticity</td>
<td>(0.0564)**</td>
<td>(0.0289)**</td>
</tr>
<tr>
<td>MTR</td>
<td>0.0509</td>
<td>0.0541</td>
</tr>
<tr>
<td>Elasticity</td>
<td>(0.0247)**</td>
<td>(0.0127)**</td>
</tr>
<tr>
<td>d.o.f.</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>[p-value]</td>
<td>0.0605</td>
<td>0.0795</td>
</tr>
</tbody>
</table>

* Standard errors are in parentheses. Columns (2) and (4) contain the gross wage as an additional instrument while columns (3) and (6) contain time dummies as instruments.

Elasticities are computed at their mean values: net reported wage = 10.19; net average hourly earnings = 10.93; $S_i = 3.084$; $h = 2179.48$; $MTR = 0.2979$.

MTR elasticity = (-$\omega - \phi MTR_i) \times (MTR_i/h_i)$.

d.o.f. is the number of instruments less parameters estimated and the p-value is for the null hypothesis that the overidentifying restrictions are not rejected.

*, **, *** denotes significance at the 10, 5, and 1 percent levels, respectively.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Common Discount Rate</th>
<th>Person-Specific Discount Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Subjective Discount Rate</td>
<td>0.0662</td>
<td>0.0292</td>
</tr>
<tr>
<td></td>
<td>(0.0193)***</td>
<td>(0.0226)</td>
</tr>
<tr>
<td></td>
<td>(0.0355)*</td>
<td>(0.0387)</td>
</tr>
<tr>
<td>Constant ($\sigma_0$)</td>
<td>-0.4210</td>
<td>-0.9110</td>
</tr>
<tr>
<td></td>
<td>(0.2662)</td>
<td>(0.2694)***</td>
</tr>
<tr>
<td></td>
<td>(0.2573)</td>
<td>(0.2374)***</td>
</tr>
<tr>
<td>Assets ($\sigma_{A_t}$)</td>
<td>0.0037</td>
<td>0.0074</td>
</tr>
<tr>
<td></td>
<td>(0.0014)***</td>
<td>(0.0015)***</td>
</tr>
<tr>
<td></td>
<td>(0.0062)</td>
<td>(0.0062)</td>
</tr>
<tr>
<td>Children ($\sigma_{C_t}$)</td>
<td>0.0291</td>
<td>0.0372</td>
</tr>
<tr>
<td></td>
<td>(0.0379)</td>
<td>(0.0471)</td>
</tr>
<tr>
<td></td>
<td>(0.0222)</td>
<td>(0.0643)</td>
</tr>
<tr>
<td>Health Status ($\sigma_{H_t}$)</td>
<td>-0.0071</td>
<td>0.7661</td>
</tr>
<tr>
<td></td>
<td>(0.2733)</td>
<td>(0.3402)**</td>
</tr>
<tr>
<td></td>
<td>(0.3733)</td>
<td>(0.4958)</td>
</tr>
<tr>
<td>$\lambda$-Constant Elasticity ($e_{\lambda}$)</td>
<td>0.1477</td>
<td>0.1494</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J-Statistic$^c$</td>
<td>26.7807</td>
<td>36.2675</td>
</tr>
<tr>
<td>d.o.f</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>[p-value]</td>
<td>[0.0306]</td>
<td>[0.0143]</td>
</tr>
</tbody>
</table>

- Standard Errors are in parentheses and corrected standard errors are in { }. The first-step indirect utility parameters come from column (3) of Table 1. Columns (2) and (4) have time dummies appended to the instrument set.

- $e_{\lambda} = e_{\lambda} + \Psi(\varepsilon_{A_t})(\omega_{H_t}/A_t)$ is computed at its mean value, where $\Psi$ is the intertemporal substitution elasticity with respect to a change in all goods prices.

- d.o.f. is the number of instruments less parameters and the p-value reported is for the null that the overidentifying restrictions are not rejected.

- *, **, *** denotes significance at the 10, 5, and 1 percent levels, respectively.
Table 4: Marginal Utility of Net Wealth Updating Equation

<table>
<thead>
<tr>
<th>Wage Innovation (ζ_{w0})</th>
<th>Interest Rate Innovation (ζ_{w1})</th>
<th>Wealth Innovation (ζ_{w2})</th>
<th>2-Period Lag Error</th>
<th>J-Statistic</th>
<th>d.o.f.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) -0.1236</td>
<td>0.0397</td>
<td>-0.0080</td>
<td></td>
<td>27.7499</td>
<td>[17,0.0479]</td>
<td></td>
</tr>
<tr>
<td>(2) (0.0749)</td>
<td>(0.0145)***</td>
<td>(0.0024)***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) -0.0685</td>
<td>0.0447</td>
<td>-0.0082</td>
<td>instrument</td>
<td>33.2849</td>
<td>[18,0.0154]</td>
<td></td>
</tr>
<tr>
<td>(2) (0.0719)</td>
<td>(0.0144)***</td>
<td>(0.0023)***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) -0.1345</td>
<td>0.0328</td>
<td>-0.0044</td>
<td></td>
<td>31.4296</td>
<td>[17,0.0177]</td>
<td></td>
</tr>
<tr>
<td>(3) (0.0648)**</td>
<td>(0.0124)***</td>
<td>(0.0014)***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) -0.0744</td>
<td>0.0335</td>
<td>-0.0050</td>
<td>instrument</td>
<td>36.8990</td>
<td>[18,0.0054]</td>
<td></td>
</tr>
<tr>
<td>(4) (0.0566)</td>
<td>(0.0117)***</td>
<td>(0.0014)***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Standard errors are in parentheses. The dependent variable for rows (1) and (2) are constructed by the person-specific discount rate model without time dummies, while rows (3) and (4) include time dummies.
  d.o.f. is the number of instruments less parameters estimated and the p-value reported is for the null hypothesis that the over-identifying restrictions are not rejected.
  *, **, *** denotes significance at the 10, 5, and 1 percent levels.

Table 5: Distribution of Selected Elasticities by Wealth Quartiles

<table>
<thead>
<tr>
<th>Elasticties</th>
<th>0-25 Percent</th>
<th>25-50 Percent</th>
<th>50-75 Percent</th>
<th>75-100 Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncompensated Wage</td>
<td>0.1112</td>
<td>0.1193</td>
<td>0.1328</td>
<td>0.1557</td>
</tr>
<tr>
<td>Compensated Wage (e_{c})</td>
<td>0.1288</td>
<td>0.1380</td>
<td>0.1538</td>
<td>0.1809</td>
</tr>
<tr>
<td>Marginal Tax Rate</td>
<td>-0.0404</td>
<td>-0.0465</td>
<td>-0.0581</td>
<td>-0.0830</td>
</tr>
<tr>
<td>(\lambda)-Constant (e_{c}) (Common)</td>
<td>0.1281</td>
<td>0.1373</td>
<td>0.1529</td>
<td>0.1557</td>
</tr>
<tr>
<td>(\lambda)-Constant (e_{c}) (Person-Specific)</td>
<td>0.1171</td>
<td>0.1435</td>
<td>0.1555</td>
<td>0.1815</td>
</tr>
<tr>
<td>Wage Innovation (e_{w0})</td>
<td>0.0059</td>
<td>-0.0186</td>
<td>-0.0623</td>
<td>-0.0784</td>
</tr>
</tbody>
</table>

* Elasticities are computed at the mean values of variables within each quartile using the parameters from models with time dummies in the instrument set.
  \(e_{c} = c_{c} + \Psi(\epsilon_{d})\lambda(\omega_{d}/A_{d})\).
  \(e_{w} = \zeta_{w}(\omega_{-1} - E_{t}(\omega_{t+1}))\)
Table 6: Hours and Welfare Response to Alternative Tax Reforms by Wealth Quartile

<table>
<thead>
<tr>
<th></th>
<th>Change in Hours</th>
<th>Change in Tax Payments</th>
<th>Equivalent Variation (% AGI)</th>
<th>Welfare Variation (% AGI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Quartile</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-ERTA to</td>
<td>Average</td>
<td>4.01%</td>
<td>-100.00%</td>
<td>-22.56%</td>
</tr>
<tr>
<td>Post-TRA86</td>
<td>2nd Quartile</td>
<td>2.49</td>
<td>-100.00</td>
<td>-17.21</td>
</tr>
<tr>
<td></td>
<td>3rd Quartile</td>
<td>2.82</td>
<td>-100.00</td>
<td>-17.48</td>
</tr>
<tr>
<td></td>
<td>4th Quartile</td>
<td>3.94</td>
<td>-100.00</td>
<td>-20.54</td>
</tr>
<tr>
<td>2nd Quartile</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-ERTA to</td>
<td>Average</td>
<td>0.61</td>
<td>-6.28</td>
<td>-1.74</td>
</tr>
<tr>
<td>Post-TRA86</td>
<td>1st Quartile</td>
<td>0.02</td>
<td>-9.25</td>
<td>-1.37</td>
</tr>
<tr>
<td></td>
<td>2nd Quartile</td>
<td>0.68</td>
<td>-8.73</td>
<td>-1.38</td>
</tr>
<tr>
<td></td>
<td>3rd Quartile</td>
<td>0.62</td>
<td>-7.41</td>
<td>-1.57</td>
</tr>
<tr>
<td></td>
<td>4th Quartile</td>
<td>1.13</td>
<td>-4.53</td>
<td>-2.29</td>
</tr>
<tr>
<td>3rd Quartile</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-ERTA to</td>
<td>Average</td>
<td>2.05</td>
<td>-37.56</td>
<td>-11.04</td>
</tr>
<tr>
<td>Post-TRA86</td>
<td>1st Quartile</td>
<td>1.71</td>
<td>-40.57</td>
<td>-8.65</td>
</tr>
<tr>
<td></td>
<td>2nd Quartile</td>
<td>1.01</td>
<td>-39.69</td>
<td>-9.06</td>
</tr>
<tr>
<td></td>
<td>3rd Quartile</td>
<td>2.04</td>
<td>-39.32</td>
<td>-10.39</td>
</tr>
<tr>
<td></td>
<td>4th Quartile</td>
<td>3.54</td>
<td>-35.49</td>
<td>-14.14</td>
</tr>
<tr>
<td>4th Quartile</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-ERTA to</td>
<td>Average</td>
<td>3.12</td>
<td>-46.17</td>
<td>-15.66</td>
</tr>
<tr>
<td>Post-TRA86</td>
<td>1st Quartile</td>
<td>2.39</td>
<td>-49.53</td>
<td>-13.80</td>
</tr>
<tr>
<td></td>
<td>2nd Quartile</td>
<td>2.30</td>
<td>-45.87</td>
<td>-13.81</td>
</tr>
<tr>
<td></td>
<td>3rd Quartile</td>
<td>2.93</td>
<td>-44.43</td>
<td>-15.29</td>
</tr>
<tr>
<td></td>
<td>4th Quartile</td>
<td>4.98</td>
<td>-45.96</td>
<td>-18.18</td>
</tr>
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