Dynamic programming solution of incentive constrained problems
Rustichini, A.

Publication date:
1996

Citation for published version (APA):
Center for Economic Research

No. 9697

DYNAMIC PROGRAMMING SOLUTION OF INCENTIVE CONSTRAINED PROBLEMS

By Aldo Rustichini

October 1996

Issn 0924-7815
Dynamic Programming Solution of Incentive Constrained Problems *

Aldo Rustichini
CentER
Tilburg University
September 1996

Abstract

Several problems in economic theory can be formulated as a dynamic programming problem, plus an additional *incentive compatibility* constraint. This constraint requires the continuation value along the chosen sequence, at any point in time, to be larger than some prescribed function of the state, the control, or perhaps both. This constraint changes the nature of the problem in a substantial way: for instance, even if the problem is discounted, standard arguments based on contraction principles do not apply.

In this paper we show how to reduce this class of problems to a simple variation of standard dynamic programming techniques. In particular the value function for the problem is shown to be the fixed point of an appropriately defined operator.
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1 Introduction

In recent years there have been several problems in economic theory which have a common structure. They are all maximisation problems over an infinite horizon, subject to two types of constraints. The first is the standard set of constraints: the control variable may have to be chosen in a subset that depends on the state variable, and the state variable itself has to follow a law of motion which depends on the past value of the state and of the control. The second type has the nature of an incentive compatibility constraint; more precisely, the continuation value from the plan, at any period, must be larger than some prescribed value, which may depend on the state variable, and on the choice of the control variable prescribed by the plan.

We have referred to this additional constraint (and we shall use this name in the paper) as an incentive compatibility constraint because we may think of the agent who is solving the problem as having an outside option available, with some alternative value; if the value of the problem is less than that, then he may refuse the problem itself, and rather choose the outside option.

This additional constraint seems to preclude the use of traditional Dynamic Programming (DP) techniques. In fact, an extension is necessary: but we plan to show that a simple modification of standard techniques is sufficient. These problems have been discussed and analysed in Marcet and Marimon [11]; see also their previous paper [10], which provides an interesting example of a dynamic incentive constrained problem. The main idea in their paper is to introduce the Lagrange multipliers in the state space, and apply DP techniques to this enlarged state space. In the present paper the state space will be unchanged, simplifying the analysis.

A problem that may look similar, but is in reality quite different, goes usually under the name of optimal stopping. Since the similarity with the problem we analyse may be confusing, we will discuss this issue briefly. In an optimal stopping problem an agent is deriving in each period a payoff from a control variable, that he may choose, and a state variable, which he may be able to control. In addition he has at any period the option of stopping the process, and getting a termination payoff that may depend on the final value of the state variable. Of course in this problem the continuation value from any optimal policy must be at least as large as the value of choosing to terminate the process, since this option is always available to the agent. It is however a perfectly admissible policy for the agent to let the process continue at any state, even if the future value from doing so is lower than the termination value. As a consequence, the value (from an optimal policy) of a problem where the termination option is available is higher than in the similar problem where this option is not available.

This is quite different from the constrained problem that we consider in this paper. Here every admissible policy, and not just the optimal ones, must satisfy the constraint. If this is not possible, the value of the problem is set to minus infinity. As a consequence the value from an optimal policy of a problem where the incentive constraint has to be satisfied in addition to the others is smaller than in the similar problem where this constraint is not present.
Before we proceed we present some examples to illustrate the nature of the problem.

### 1.1 Examples of Incentive Constrained Problems

Our first example is a game of joint exploitation of a renewable resource. In this game two players have concave, strictly increasing utility functions and a common discount factor. The two utilities depend on the consumption of a common resource; the stock of it which is left in each period determines the quantity available in the next period. Each player may attempt to consume part of the output. He faces the following tradeoff: the less he consumes, the more stock of the common good is left for production in the next period. The saving, however, is beneficial to both players, and this externality typically produces a consumption rate higher than the optimal. It is interesting in this model to characterise the second best equilibria, that is the subset of subgame perfect equilibria that are also Pareto efficient. Due to the specific structure of the game, this analysis can be reduced to the study of a constrained maximisation problem of the type we have described in the previous section. Here are some details.

The value of the outside option is defined as follows. Each player at the moment of deciding his consumption has the alternative of following the prescribed second best plan, or defecting. If he defects, he knows that the equilibrium after defection is determined as the equilibrium (in that subgame) where both players are consuming maximally. It is fairly easy to check that this is indeed a subgame perfect equilibrium. So the best he can derive from the defection is the maximum over consumption today, different from the prescribed consumption, plus the discounted continuation value of the maximal consumption equilibrium from next period. The second best solution is therefore characterised as the solution of the problem of maximising the welfare of the two players, subject to the constraint that the continuation value for each player is larger than the defection value. For details, the reader is referred to Benhabib and Rustichini [3].

This simple example cannot be analysed with the techniques in Marcet and Marimon [11]. In fact they impose conditions on the problem that make the value function continuous: but as we see more in detail later, the value function in this problem is, in general, discontinuous.

The second example is the classical optimal taxation problem in a general equilibrium model with infinitely lived agents (see for instance Chamley [5] but with a twist. As usual in the standard second best problem the government is taking the first order conditions of the agents as given. At the moment of announcing the sequence of future taxes, however, the government has to insure that one additional constraint is satisfied: the continuation value on the competitive equilibrium from any point in the future determined by the announced plan has to be larger than some value, which may depend on the capital stock of the economy at that time. We may think of this value as the value of a deviation option for the government itself. The third-best taxation problem is the problem of maximising the welfare of
the representative agent, subject to this incentive compatibility constraint. For a
detailed discussion see Benhabib and Rustichini [4]

2 The general incentive constrained problem.

We let $S$ denote the state space, and $A$ the action set. $S$ and $A$ are topological
Hausdorff, locally compact spaces. The state and action space is $X \equiv S \times A$; its
infinite product is denoted $X^\infty \equiv \times_{t=0}^{\infty} X$; we take on it the product topology. For
$x \in X^\infty, x \equiv (x_0, x_1, \ldots)$ we denote $\tau x \equiv (x_t, x_{t+1}, \ldots)$ where $x_t = (s_t, a_t)$. Both
$X$ and $X^\infty$ are also Hausdorff; and so is any subspace of it. There is some gain in
avoiding the restriction of $S$ and $A$ to finite dimensional spaces: this issue is discussed
later, in section 2.1.

For any set $X$, $\mathcal{P}(X)$ is the power set of $X$. The correspondence $G : S \rightarrow \mathcal{P}(A)$
defines the set of feasible actions, and the function $F : X \rightarrow S$ defines the transition
to the new state. $F$ and $G$ jointly define a transition correspondence $Q : X \rightarrow \mathcal{P}(X)$
as:

$$Q(s, a) \equiv \{(u, b) : u = F(s, a), b \in G(u)\} \quad (2.1)$$

The iterates of $Q$ are denoted by $Q^i$, for $i = 0, 1, \ldots$; $Q^0(s, a) \equiv (s, a)$.

The set of sequences that are conceivable from $s$ is $\times_{t=0}^{\infty} Q^t(s, G(s))$; this is in
general a proper superset of the set of feasible sequences. Note for future use that

$$Q(s, G(s)) = (F(s, G(s)), G(F(s, G(s))))$$

The set of feasible sequences from a given initial state $s$ is

$$\Phi(s) \equiv \{x \in X^\infty : x_0 \in (s, G(s)), x_{t+1} \in Q(x_t) \text{ for all } t \geq 0\}$$

Preferences on sequences are represented by a function $U$ taking values in the
extended real line $\mathbb{R}^* \equiv \mathbb{R} \cup \{-\infty\} \cup \{+\infty\}$. The following concepts have been
introduced by Koopmans [8]:

**Definition 2.1** $U$ is after first period separable if for all $x, y \in X$ and all $x, y \in X^\infty$
$U(x, x) \geq U(x, y)$ if and only if $U(y, x) \geq U(y, y)$.

This is his postulate (3.b) ([8], page 292).

**Definition 2.2** $U$ is first period separable if for all $x, y \in X$ and all $x, y \in X^\infty$
$U(x, x) \geq U(x, y)$ if and only if $U(y, x) \geq U(y, y)$.

This is his postulate (3.a) ([8], page 292). The intuitive meaning of these two post-
ulates is clear: significantly, they go under the name Limited Noncomplementarity
in Koopmans et alii ([9], page 85).

**Definition 2.3** $U$ is stationary if for all $x \in X$ and all $x, y \in X^\infty$, $U(x, x) \geq
U(x, y)$ if and only if $U(x) \geq U(y)$. 
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This is Koopmans' stationarity postulate (4) ([8], page 294).

An *aggregator* is a function $W : X \times V \rightarrow V$, where $V$ is a subset of $\mathbb{R}^*$, such that for every $x \in X^\infty$,

$$U(x) = W(x_0, U(x)).$$  

(2.2)

As Streufert ([14], page 61) notes, the proof of the classic result of Koopmans [8] can be adapted to show that if a function $U$ is after first period separable and stationary, then there exists a unique aggregator which is strictly increasing in future utility.

Let now $D$ be the function from $X$ to the reals, describing the incentive constraint.

The set of *feasible and incentive compatible sequences* from a given initial state $s$ is

$$\Psi(s) \equiv \{x \in X^\infty : x \in \Phi(s), \text{and for all } t \geq 0, W(x_t, U(t+1)x) \geq D(x_t)\}.$$

**Definition 2.4** The unconstrained problem at $s$ is to find:

$$\sup_{x \in \Psi(s)} U(x),$$

subject to:

$$x \in \Phi(s).$$  

(2.3)

We denote this problem $P(s)$, and its value $J_0(s)$.

**Definition 2.5** The incentive constrained problem at $s$ is to find:

$$\sup_{x \in \Psi(s)} U(x),$$

subject to:

$$x \in \Psi(s).$$

(2.4)

If $\Psi(s) = \emptyset$, then $\sup U = -\infty$.

We denote this problem $CP(s)$, and its value $J^*(s)$.

The constraint $W(x_t, U(t+1)x) \geq D(x_t)$ will be called in the following the *incentive compatibility constraint*. We use this name because the constraint specifies that the continuation value along the sequence has to be larger than or equal to the value of a prescribed function of the state and of the control in that period. If this prescribed value is interpreted as an outside option available to the agent who is performing the maximisation, then the constraint requires that the sequence provides at any point the right incentive to the agent to follow the plan.
2.1 Stochastic Models.

The assumptions imposed on the state space $S$ and the action set $A$ are general enough that a rather large class of stochastic problems is included as possible applications of our results. Let us briefly discuss how this can be done.

Let $\Omega$ be a topological space, and let $S = \Delta(\Omega)$ be the set of regular probability measures on $\Omega$ endowed with the Borel structure. The topology on $S$ is the weak* topology. A transition kernel $q : \Omega \times A \to S$ which is continuous determines in turn a continuous transition function $F : S \times A \to S$ defined by:

$$F(s, a)(O) \equiv \int_{\Omega} q(\omega, a)(O)s(d\omega)$$

for every $s, a$ and every Borel subset $O \subseteq \Omega$.

A typical aggregator in this situation, for example a linear aggregator, might be:

$$W((s, a), y) \equiv \int_{\Omega} u(\omega, a)s(d\omega) + \beta y$$

where $u$ is a utility function and $\beta$ the discount factor. Assumptions (A.2) and (A.3) below are easily checked in this example.

In the general setup we have described above the feasibility constraints are described by the function $G$ from $S$ to subsets of $A$. In the case of stochastic models one might wish to express constraints that make the feasible set of actions depend on the state $\omega$ rather than on the distribution $s$. This type of constraints can be incorporated into the function $U$, or equivalently into the aggregator. For example, in the case of the linear aggregator in 2.5 we may set $u(\omega, a) \equiv -\infty$ when the action $a$ is not feasible at the state $\omega$.

2.2 Existence and basic properties of a solution.

In this section we collect some basic properties of the value function of the incentive constrained problem. We assume:

**Assumption 2.6 (A.1)** $G$ is upper hemicontinuous and compact valued; $F$ is continuous.

An immediate implication of assumption 2.6 is that the correspondence $Q$ is upper hemicontinuous and compact valued.

**Assumption 2.7 (A.2)** The function $U$ is after first period separable, first period separable, and stationary. Let $W : X \times V \to V$ be the associated aggregator: $W$ is strictly increasing in future utility, $V$ is an interval in $R^+$, and for every $x$, $W(x, -\infty) = -\infty$.

**Assumption 2.8 (A.3)** $W$ is upper semicontinuous.
In Proposition 3, page 65, Streufert [14] shows how the assumption (A.3) can itself be derived from assumptions imposed directly on the utility function $U$.

The final key concept, biconvergence, has been introduced by Streufert [14]. We use here a slight strengthening of his condition. Let $K$ be any compact subset of $S$; then the function $U$ is said to be K-upper convergent on $\times_{i=0}^{\infty}Q^i(K,G(K))$ if for every $x \in \times_{i=0}^{\infty}Q^i(K,G(K))$

$$\lim_{t \to \infty} \sup_{t} U(x_0, \ldots, x_t, x_{t+1} Q^i(K,G(K))) = U(x).$$

(2.6)

Analogously, the function $U$ is said to be K-lower convergent on $\times_{i=0}^{\infty}Q^i(K,G(K))$ if for every $x \in \times_{i=0}^{\infty}Q^i(K,G(K))$

$$\lim_{t \to \infty} \inf_{t} U(x_0, \ldots, x_t, x_{t+1} Q^i(K,G(K))) = U(x).$$

(2.7)

The function $U$ is said to be K-biconvergent if it is both K-upper and K-lower convergent.

**Assumption 2.9 (A.A)** For any $s \in S$ there is compact neighbourhood $K$ of $s$ such that $U$ is K-biconvergent on $\times_{i=0}^{\infty}Q^i(K,G(K))$.

This assumption is discussed in detail later (section 2.2.1). We now turn to the last component: the function $D$. In many applications this function gives the value of deviation from a prescribed equilibrium. As such it is derived as a solution of an optimisation problem or of an equilibrium condition, and inherits naturally from the original some specific properties. For instance, it is quite commonly a concave function. This fact may create problems, since the function $D$ lies on the opposite side of an inequality with respect to the function $W$. In particular the set on incentive compatible paths may not be convex. It is therefore particularly desirable to put on it as few assumptions as possible. We only need a rather weak regularity condition, and no geometric property (like convexity):

**Assumption 2.10 (A.5)** For every $s \in S$, $D(s, \cdot)$ is lower semicontinuous.

We are now ready for our preliminary results.

**Lemma 2.11** For every compact subset $K$ of $S$:

(i) $\max U(\times_{i=0}^{\infty}Q^i(K,G(K)))$ is achieved;

(ii) $U$ is upper semicontinuous on $\times_{i=0}^{\infty}Q^i(K,G(K))$.

The proof of the part (i) is very similar to the proof of proposition 3, part (A.6), in page 82 of Streufert [14], once the assumption of upper convergence is replaced by the K-upper convergence condition. The proof of (ii) is similar to the proofs of lemma 2 and 3 (ibidem).

**Lemma 2.12** Assume A1, A2, A3, A4, A.5. Then

(i) the correspondences $\Phi, \Psi$ are upper hemicontinuous, compact valued;
(ii) the incentive constrained problem has a solution;
(iii) the function $J^*$ is upper semicontinuous.
Proof.

(i) From (A.1) the correspondence $Q$ is upper hemicontinuous and compact valued. Hence the set $R(s) \equiv \times_{t=0}^{\infty} Q^t(s, G(s))$ is compact in the product topology for every $s$, and so are $\Phi(s)$ and $\Psi(s)$, since it is immediate that they have a closed graph. By lemma 1 of Streufert [14] (page 76) the correspondence $R$ is upper hemicontinuous. Since $G$ is upper hemicontinuous and $F'$ continuous, $\Phi$ has closed graph, hence by theorem 8, page 110, of Aubin is upper hemicontinuous, since it is contained in $R$; it is also compact valued. Now the set

$$\{ x \in X^{\infty} : W(x_t, U(t+1)x)) \geq D(x_t), t = 0, 1, \ldots \}$$

is closed by assumption (A.5) and the upper semicontinuity of $U$; hence also $\Psi$ is upper hemicontinuous.

(ii) This claim now follows from the upper semicontinuity of $U$ on the compact set $\times_{t=0}^{\infty} Q^t(s, G(s))$.

(iii) For any $s \in S$, let $K$ be a compact neighbourhood of $s$, so that $U$ is upper hemicontinuous on $\times_{t=0}^{\infty} Q^t(K, G(K))$ by lemma 2.11. The claim now follows from the Maximum theorem.

2.2.1 Discussion of the assumptions

Assumptions (A.1) to (A.4) are quite standard. (A.4) requires a more detailed analysis. Rather than $K$-convergence, Streufert [14] uses a weaker concept, upper convergence, which requires the equality in 2.6 to hold when $K$ is a singleton. On the other hand to prove the upper semicontinuity of the value function for the unconstrained problem he has to assume (see his theorem C, page 69, in [14]) the existence of a pair $(J^-, J^+)$ of super and sub solutions of the Bellman operator; i.e. two upper semicontinuous functions such that $J^- \leq BJ^-, J^+ \geq BJ^+$. So an alternative approach to obtain the upper semicontinuity of the value function for the constrained problem is the following: assume biconvergence, rather than $K$-biconvergence, and the existence of two functions $(J^-, J^+)$ as above; conclude that the unconstrained value function is upper semicontinuous. Then the proof of theorem 3.6 below will give that the value function of the constrained problem is upper semicontinuous. Note in fact that the proof of the theorem does not require the $K$-biconvergence assumption, but simply biconvergence.

The concepts of upper and lower convergence impose a joint restriction on preferences and technology. See Streufert [14] for a discussion of the notions of upper and lower convergence, and in particular of the relation between these concepts and the purely ordinal, more traditional ideas of impatience, or tail insensitivity. Biconvergence and impatience turn out to equivalent, in the sense made precise by his Propositions 1 and 2, page 63.

Like biconvergence, $K$-biconvergence is relatively easy to check in applications. Let us mention one example. Consider a growth problem with deterministic dynamics, and state space $S$ the finite dimensional euclidean space. In this case the function
$F'$ is typically increasing in $s$; that is, if we understand the inequality $\geq$ to hold componentwise, $F'(s, a) \geq F'(u, a)$ if $s \geq u$, for every $a \in A$; also the correspondence $G$ is typically monotonic in $s$ (that is, $G(s) \geq G(u)$ if $s \geq u$.) To check that the bi-convergence assumption holds one computes the utility on a maximal accumulation path starting at the initial state $s$. To check that K-biconvergence holds it suffices to choose an $u > s$, and make the same computation. An extremely simple instance of this procedure can be found in the discussion of the example in section 2.3 below.

In Benhabib and Rustichini [3] an example is presented that fits into the format of our general incentive constrained problem. In the example the utility function is concave, and the production function is also concave. Still the value functions $J^*$ is discontinuous (although it is, as follows from the above theorem upper semicontinuous.)

An intuitive reason for this discontinuity can be given if we begin by looking at the solution of the first best problem, which is a standard optimal growth problem. In this case the optimal policy requires low consumption for low levels of capital stock, in order to accumulate and reach higher levels of the stock. On the first best path the accumulation brings the stock to a "high" steady state value. This policy may not be pursued in the second best problem, because the low consumption of one of the players makes defection very attractive for the other, since there is a comparatively large amount of capital stock left available for his consumption. To make the value of defection lower than the continuation value it is therefore necessary to increase consumption. Note that in this way both the value of defection and the continuation value are decreased, since the savings are reduced compared to the optimal solution. So when the initial capital stock is very low this reduction may be so large that the capital stock in the next period is lower, rather than higher. But at that point the continuation value itself is too low, since the future benefits from accumulation are gone. Hence the fast consumption becomes the only equilibrium. The switching point between accumulation and fast consumption is the discontinuity point.

2.3 A minimum utility growth model

It is now time to present how our techniques work. To do this we introduce an example which is somewhat artificial, but also extremely simple. This should allow us to focus on the method we introduce.

Take the log-utility, linear-production version of the classical optimal growth model; i.e. let $W((s, a), u) = \log a + \beta u$, $G(s) \equiv [0, \alpha s]$, $F'(s, a) \equiv \alpha s - a$, and $D(x) \equiv 0$. We may think that the agent has the option always available of migrating out of the economy, and getting a non negative lifetime utility.

We assume $\alpha \geq 1$, and $\beta \in (0, 1)$. Assumptions (A.1), (A.2), (A.3) and (A.5) are obvious. For the assumption (A.5), note that for any $s$ and any $u \geq s$, $Q^i(u, G(u)) = [0, \alpha^i u] \times [0, \alpha^{i+1} u]$ for every $i$; and since the series $\sum_{i=0}^{\infty} \beta^i \log(\alpha^i u)$ converges, K-biconvergence at $s$ follows from Lebesgue dominated convergence theorem; so (A.5) is satisfied for any value of $\alpha, \beta$. Also note that the function $D$ is a constant; still as we shall see the problem of determining the value function is non trivial.
The value function of the unconstrained problem is \( J_0(s) = (1 - \beta)^{-1} \log s + E \), where \( E \) a constant; and the corresponding optimal stationary consumption policy is \( \tilde{u}(s) = \alpha (1 - \beta) s \). The capital stock in the optimal sequence is \( s_t = (\alpha \beta)^t s_0 \) for every \( t \). So if

\[
\alpha \beta < 1
\]

the incentive constraint is eventually violated in the unconstrained optimal path. From the corollary 3.9 in the sequel we know therefore that the constrained value function is equal to \(-\infty\) on some subset of the domain. In fact, this subset is a interval, since the value function is increasing. To determine the value function exactly we now introduce our basic operator. Define for any upper semicontinuous function \( J \):

\[
(TJ)(s) \equiv \max_{a \in [0, s]} \log a + \beta J(\alpha s - a)
\]

subject to \( J(s) \geq 0 \); (2.8)

We set \((TJ)(s) \equiv -\infty\) if the constraint is not satisfied. The constraint in the problem 2.8 may seem strange, because it is satisfied or not independently of the choice of the control variable. Its role in this example will probably be clarified by the corollary 3.9 in the following. Note that \( T \) is well defined on the cone of upper semicontinuous functions on the real line, and maps this cone into itself.

Apply this operator to the function \( J_0 \), and iterate. We obtain a sequence of functions which is monotonically decreasing. Some easy calculation shows that this sequence of functions converges to a limit function \( J^* \) which is equal to \(-\infty\) for values of \( s < (\alpha - 1)^{-1} \). The interval \( ([\alpha - 1], +\infty) \) can be written as a disjoint union of intervals \( I_n \), and on each interval the function is logarithmic, of the form:

\[
J^*(s) = \frac{1 - \beta^n}{1 - \beta} \log(\alpha^n s + \frac{\alpha^n - 1}{\alpha - 1}) + D_n;
\]

(the constants \( D_n \) are more complicated and not important for our purposes.) Our general result below (Theorem 3.6) shows that this is in fact the value function for the constrained problem. This function is concave where it is finite valued. The optimal policy is stationary, and is determined as usual as the solution of the maximisation problem 2.8. The optimal sequence of capital stock \( s_t \) decreases to the steady state value \((\alpha - 1)^{-1} \).

The example we have just seen contains the main ingredients. The operator \( T \) in the general case will be the natural generalisation of the one we have seen, and the value function of the problem will be determined as the decreasing limit of iterations of \( T \), as it is in the example.

3 The constrained dynamic programming.

In this section we give a systematic treatment of the incentive constrained problem as a dynamic programming problem. We begin with the basic component, the operator
To avoid repetitions, we say here that all the results in this section are derived under the assumptions (A.1) to (A.5), and we shall not repeat this in the statement of the results, except in the statement of the main theorem 3.6.

### 3.1 The operator $T$

We first describe the set of policies. The set of plans is the set of sequences $\pi = (\pi_0, \pi_1, \ldots)$ of functions, with $\pi_t$ mapping $S$ to $A$ for $t \geq 0$. The shift of a plan is defined by $L(\pi_0, \pi_1, \ldots) \equiv (\pi_1, \pi_2, \ldots)$.

We define $s^0_t \equiv s$, $a^*_0 \equiv \pi_0(s)$, and for every $t \geq 0$, $s^*_{t+1} \equiv F(s^*_t, a^*_t)$, $a^*_t \equiv \pi_t(s^*_0, a^*_0, \ldots, s^*_t)$. If $a^*_t \in G(s^*_t)$ for every $t \geq 0$ the plan is called a policy, so a policy is a feasible plan; the set of policies is denoted by $\Pi$. Let $x^*_t \equiv (s^*_t, a^*_t)$; every policy defines a sequence of state and action pairs $(x^*_0, x^*_1, \ldots)$. Also for every pair $(s, \pi)$ with $\pi \in \Pi$ we can define a function $J^* (s)$ by:

$$J^* (s) = \left\{ \begin{array}{ll}
U(x^*_0, x^*_1, \ldots) & \text{if } U(x^*_t, x^*_{t+1}, \ldots) \geq D(x_t), t = 0, 1, \ldots; \\
-\infty & \text{otherwise}
\end{array} \right.$$  

Note that for every $\pi$ and $s$:

$$J^* (s) = W((s, \pi_0(s), J^* \pi (F(s, \pi_0(s)))).$$  

Clearly,

$$J^* (s) = \sup_{\pi \in \Pi} J^* (s).$$  

Now we turn to the dynamic programming formulation of the problem. Let $C^1 (S)$ denote the cone of upper semicontinuous functions from $S$ to $\mathbb{R}^*$. We define an operator $T$ on this space as follows: for any $J \in C^1 (S)$

$$(TJ)(s) \equiv \sup_{a \in G(s)} W((s, a), J(F(s, a)))$$  

subject to $J(s) \geq D(s, a)$.

If there is no feasible $a$ that satisfies the incentive constraint at $s$ then we set

$$(TJ)(s) = -\infty.$$  

For convenience we introduce the correspondence $A$ from $C^1 (S) \times S$ into subsets of the action set, defined for any pair $(J, s)$ by

$$A(J, s) \equiv \{ a \in G(s) : J(s) \geq D(s, a) \}.$$  

Note that if

$$J \geq J'$$
then

$$A(J, s) \supseteq A(J', s)$$

for every $s$.  

With this notation, the operator $T$ can be defined as

$$(TJ)(s) = \sup_{a \in A(J, s)} W((s, a), J(F(s, a))),$$

with the convention that $\sup_{a \in \emptyset} W((s, a), J(F(s, a))) = -\infty$.  This formulation should bring out clearly the similarity with the Bellman operator, as much as two crucial differences.

The first difference is the condition 3.12.  This condition implies that even in well behaved cases (for instance, smooth and convex preferences and technology) the operator may not map continuous functions into continuous functions.

The second difference is already observed in Benhabib and Rustichini [3]: even in the discounted case, the operator $T$ is not a contraction.  It is easy to see why the standard proof of this property for unconstrained dynamic programming problems (see e.g. Stokey and Lucas, [12]) fails.  This proof, based on Blackwell's theorem, requires that for any function $J$ and constant $c$, $B(J + c) \leq BJ + \beta c$.  This property does not hold in the case of the operator $T$ because the function $J$ appears in the constraint set.

To simplify the exposition and avoid the need to recall each time the proviso that the set $A(J, s)$ is non empty, we first extend the definition of $W$ by setting: $W((s, \emptyset), y) = -\infty$ for every $s$ and $y$; then to every upper semicontinuous function $J$ we associate a function $\mu(J, \cdot)$ defined by:

$$\mu(J, s) \in \arg\max_{a \in A(J, s)} W((s, a), J(F(s, a))), \text{ if } A(J, s) \neq \emptyset;$$

$$\mu(J, s) \equiv \emptyset, \text{ if } A(J, s) = \emptyset. \tag{3.14}$$

A fixed point of the operator $T$ is any upper semicontinuous function $J$ such that $TJ = J$; it may be described by the equation

$$J(s) = W((s, \mu(J, s)), J(F(s, \mu(J, s)))) \text{ for every } s. \tag{3.16}$$

The Bellman operator $B$ is defined, as usual, by

$$(BJ)(s) = \max_{a \in G(s)} W((s, a), J(F(s, a))). \tag{3.17}$$

For any $J \in C^1(S)$, it is clear that

$$BJ \geq TJ.$$

For any $k = 0, 1, \ldots$ we let $T^k$ denote the $k$-th iterate of $T$, and $T^0$ is the identity.  In the next proposition we collect some obvious and useful facts.
Proposition 3.1 \(\text{i. The supremum in the definition 3.11, 3.12 of } T \text{ is achieved;}
\)
\(\text{ii. } T : C^1(S) \to C^1(S);\)
\(\text{iii. If } J \geq J' \text{ then } T^k J \geq T^k J';\)
\(\text{iv. If } J \leq T^k J \text{ then } T^k J \leq T^k J' \text{ for every } k.\)

We can apply now Theorem B, page 67, of Streufert [14]. This theorem imposes our assumptions (A.1) to (A.4) plus the conclusion of the lemma 2.11 to conclude that \(J_0\) is an admissible solution of the Bellman's equation, i.e.:

\[
J_0 = BJ_0.
\]

Since for every \(J\),

\[
BJ \geq TJ,
\]

we have that

\[
J_0 \geq T^k J_0. \tag{3.19}
\]

Also it follows from the lemma 2.12 in the case \(D = -\infty\) that \(J_0 \in C^1(S)\). Hence the sequence of functions

\[
J_k = T^k J_0, k = 0, 1, \ldots
\]

is a decreasing sequence in \(C^1(S)\), and therefore the function \(J_\infty\), defined by

**Definition 3.2** \(J_\infty(s) \equiv \lim_{k \to \infty} J_k(s),\)

is well defined, and is an upper semicontinuous function because the limit of a decreasing sequence of upper semicontinuous functions.

We state this observations formally, together with the property that \(J_\infty\) is a fixed point of \(T\), in the following theorem.

**Theorem 3.3** Let \(J_\infty\) be defined as in 3.2 above. Then

\(\text{i. } J_\infty \text{ is an upper semicontinuous function, } J_\infty \leq J_0;\)
\(\text{ii. } T J_\infty = J_\infty.\)

**Proof.** The point \(i\) follows from the definition of \(J_\infty\), and the properties 3.19 and 3.18 above; point \(ii\) is proved in the two next lemmata.

**Lemma 3.4** Let \(J_\infty\) be defined as in the definition 3.2 above. Then \(T J_\infty \leq J_\infty.\)
Proof.

\[(TJ_\infty)(s) = \max_{a \in A(J_\infty, s)} W((s, a), J_\infty(F(s, a)))\]
\[\leq \max_{a \in A(T^k J_0, s)} W((s, a), (T^k J_0)(F(s, a))). \quad (3.20)\]

The first equality is the fixed point property of \(J_\infty\). For the second, note first that
\[(i) \quad T^k J_0 \geq J_\infty, \] which also implies \( ii) \) \( A(T^k J_0, s) \supseteq A(J_\infty, s). \) \( i \) and \( ii \) together give the second inequality. But the term in 3.20 is \((T^{k+1} J_0)(s)\); we have therefore proved that \( T J_\infty \leq T^k J_0 \) for every \( k \geq 1 \), and therefore \( T J_\infty \leq J_\infty \) as claimed.

Lemma 3.5 Let \( J_\infty \) be defined as in 3.2 above. Then \( T J_\infty \geq J_\infty \).

Proof. If \( J_\infty(s) = -\infty \) the claimed inequality is obvious, so in the rest of the proof we assume that \( J_\infty(s) > -\infty \). Since \( J_\infty(s) \) is the limit of the decreasing sequence \( \{J_k(s)\}_{k=1}^\infty \), we have \( J_k(s) > -\infty \) for every \( k \). Now take, for every \( k = 1, 2, \ldots \), an element \( a_k \) in the set of maximisers in the problem defining \( J_k(s)\):

\[\max_{a \in G(s)} W((s, a), J_{k-1}(F(s, a)))\]
subject to \( J_{k-1}(s) \geq D(s, a).\)

Since \( G(s) \) is a compact set by assumption \( (A.1) \), there exists a subsequence \( \phi : N \rightarrow N \) such that \( a_{\phi(k)} \) converges to some \( \hat{a} \in G(s) \) as \( k \) tends to \( \infty \). Then (see Streufert, [14])

\[J_\infty(F(s, \hat{a})) = \lim_k J_{\phi(k)}(F(s, \hat{a}))\]
\[\geq \lim_k \limsup_{i \geq k} J_{\phi(i)}(F(s, a_{\phi(i)}))\]
\[\geq \lim_k \limsup_{i \geq k} J_{\phi(i)}(F(s, a_{\phi(i)}))\]
\[\geq \limsup_{i} J_{\phi(i)}(F(s, a_{\phi(i)})). \quad (3.21)\]

The first equality follows from the definition of \( J_\infty \); the second inequality from the upper semicontinuity of \( J_{\phi(k)} \), the third from the inequality \( J_{\phi(i)} \leq J_{\phi(k)} \) for \( i \geq k \), and the fourth follows because the index \( k \) is not appearing in the limit. We conclude:

\[J_\infty(F(s, \hat{a})) \geq \limsup_{i} J_{\phi(i)}(F(s, a_{\phi(i)})), \quad (3.22)\]
while

\[-D(s, \hat{a}) \geq \limsup_{i} -D(s, a_{\phi(i)}). \quad (3.23)\]
is immediate from the lower semicontinuity of $D(s, \cdot)$ (assumption (A.5)). Adding 3.23, 3.22 and using a basic property of the lim sup we get:

$$J_\infty(F(s, \hat{a})) - D(s, \hat{a}) \geq \limsup_i [J_{\phi(i)}(F(s, a_{\phi(i)})) - D(s, a_{\phi(i)})].$$

But by definition of $a_{\phi(i)}$,

$$J_{\phi(i)}(F(s, a_{\phi(i)})) - D(s, a_{\phi(i)}) \geq 0$$

for every $i$, and so from 3.24 and 3.25

$$J_\infty(F(s, \hat{a})) - D(s, \hat{a}) \geq 0.$$  

(3.26)

Now

$$(TJ_\infty)(s) = \max_{a \in G(s)} W((s, a), J_\infty(F(s, a)))$$

subject to $J_\infty(F(s, a)) \geq D(s, a)$

$$\geq W((s, \hat{a}), J_\infty(F(s, \hat{a})))$$

$$\geq \limsup_{i \to \infty} W((s, a_{\phi(i)}), J_{\phi(i)}(F(s, a_{\phi(i)})))$$

$$= \limsup_{i \to \infty} J_{\phi(i)+1}(s)$$

$$= J_\infty(s).$$

The first equality is again the fixed point property of $J_\infty$; the second follows because $\hat{a} \in G(s)$, and 3.26; the third inequality is derived with the same argument used to prove the chain of inequalities 3.21, the last two are the definitions of $J_k$ and $J_\infty$ respectively. This proves our claim.

We can now state and prove the theorem that characterizes the value function $J^*$:

**Theorem 3.6** Assume (A.1) to (A.5); then

1. $J_\infty = J^*$;
2. $J^* = TJ^*$;
3. If $J' \in C^1(S)$ is such that $J' = TJ'$ then $J' \leq J^*$.

**Proof.** Claim 2 follows from 1 and the fixed point property of $J_\infty$. Claim 1 is proved in the next two lemmata. Claim 3 is proved last.

**Lemma 3.7** Assume (A.1) to (A.5); then

$$J_\infty \geq J^*.$$
Proof. It is enough to prove that

\[ J_\infty(s) \geq J^*(s) \]

for every policy \( \pi \) and every \( s \in S \). In turn to show this, from the definition 3.2 of \( J_\infty \) it suffices to prove that

\[ (T^k J_0)(s) \geq J^*(s) \] (3.27)

for every \( k = 0, 1, \ldots \). The proof of this last claim is by induction on \( k \). For \( k = 0 \),

\[ (T^0 J_0)(s) = J_0(s) \geq J^*(s). \]

because \( T^0 \) is the identity operator, and the policy \( \pi \) satisfies the feasibility constraint. Assume now 3.27 for \( k = n - 1 \), we claim 3.27 holds for \( k = n \). If \( J^*(s) = -\infty \) the claimed inequality is obvious, so in the rest of the proof we assume \( J^*(s) > -\infty \). Recall that \( \pi_0(s) \) denotes the first period choice of action according to the policy \( \pi \); we have:

\[
(T^n J_0)(s) = T(T^{n-1} J_0)(s) \\
= T(J_{n-1})(s) \\
= \max_{a \in G(s)} W((s, a), J_{n-1}(F(s, a))) \\
\text{subject to } J_{n-1}(F(s, a)) \geq D(s, a) \\
\geq \max_{a \in G(s)} W((s, a), J_{n-1}(F(s, a))) \\
\text{subject to } J_{n-1}(F(s, a)) \geq D(s, a) \\
\geq J^*(s); \] (3.28)

where the first equality follows from the definition of \( T^n \), the second from the definition of \( J_{n-1} \), the third from the definition of \( T \), the fourth from the induction hypothesis, and the last from the basic relation 3.9.

Lemma 3.8 Assume (A.1) to (A.5); then

\[ J^* \geq J_\infty. \]

Proof. Recall that, with \( \nu(s) \equiv \mu(J_\infty, s) \) for every \( s \),

\[ J_\infty(s) = W((s, \nu(s)), J_\infty(F(s, \nu(s)))) \] (3.29)

If \( J_\infty(s) = -\infty \) the claimed inequality is obvious, so in the rest of the proof we assume \( J_\infty(s) > -\infty \). Define the sequences

\[ s_0 \equiv s, a_i \equiv \nu(s_i), s_{i+1} = F(s_i, a_i), x_i \equiv (s_i, a_i), i = 0, 1, \ldots \] (3.30)
Iteration of 3.29 gives, for every $k = 0, 1, \ldots$

$$J_\infty(s_k) = W(x_0, W(x_1, \ldots, W(x_{k-1}, J_\infty(s_k))).$$

(3.31)

Now $J_\infty(s) > -\infty$, 3.31 and assumption (A.2) imply

$$J_\infty(s_k) > -\infty, \text{ for } k = 0, 1, \ldots$$

(3.32)

Since $J_\infty$ is a fixed point of $T$, from the definition 3.30 and 3.32 we have

$$J_\infty(s_k) \geq D(x_k), \text{ for } k = 0, 1, \ldots$$

(3.33)

From $J_0 \geq J_\infty$ follows that for every $s \in S$:

$$\sup U(\times_{i=0}^{\infty} Q^i(s, G(s))) \geq J_\infty(s).$$

(3.34)

Now we have:

$$\sup U(x_k, x_{k+1}, \ldots, x_{k+m}, \times_{i=1}^{\infty} Q^i(s_{k+m}, G(s_{k+m})))$$

$$\geq W(x_k, W(x_{k+1}, \ldots, W(x_{k+m-1}, J_\infty(s_{k+m}))))$$

$$= J_\infty(s_k)$$

$$\geq D(x_k).$$

(3.35)

The first equality is from the basic relation 2.2 linking $U$ and $W$; the second from 3.34; the third from 3.31; the fourth from 3.33. By upper convergence the above inequality implies that for every $k = 0, 1, \ldots$

$$U(x_k, x_{k+1}, \ldots) \geq J_\infty(s_k) \geq D(x_k);$$

The above inequality implies (i) that the sequence $\{x_k\}_{k=0}^{\infty}$ is in the set of sequences that satisfy the incentive constraints in the maximisation problem that defines $J^*(s)$; and (ii) that $U(x_0, x_1, \ldots) \geq J_\infty(s)$. The two conclusions (i) and (ii) give:

$$J^*(s) \geq J_\infty(s).$$

This concludes the proof of the lemma.

To complete the proof of the theorem we turn to Claim 3. Let $J'$ be a fixed point of $T$. Since $B^kJ' \geq T^kJ' = J'$ for every $k$, and $B^kJ'$ converges to a limit which is less than or equal to $J_0$, we have $J_0 \geq J'$. Now the inequalities $T^kJ_0 \geq T^kJ'$ for every $k$ imply that $J^* \geq J'$ as claimed. This concludes the proof of the theorem.

We conclude with a corollary of the theorem. It shows that when the constraint function $D$ only depends on the state variable, the problem is equivalent to the unconstrained problem if $J^*$ is everywhere finite.
Corollary 3.9 When the function $D$ depends only on the state variable $s$, if $J^*(s) > -\infty$ for every $s \in S$, then $J^* = J_0$.

Proof. As we know,

$$J_0 \geq J^*$$

holds in general. Also if $J_0(s) \geq D(s)$ for every $s$, then the incentive constraint is satisfied by the optimal unconstrained policy, and therefore $J^* = J_0$. Assume that this last equality, which is the conclusion of the corollary, does not hold. From our second remark we now conclude that for some $s'$, $J_0(s') < D(s')$. But then from 3.36 $J^*(s') = D(s')$ too, and therefore $J^*(s') = -\infty$ from the definition of the operator $T$.

4 Finite Horizon Approximations

The specific problems of the class discussed in this paper may be difficult to analyse explicitly in analytical terms: so a numerical simulation of the solution may be in some cases a useful tool. A natural way to set the problem numerically is of course the direct computation of the value function by successive iterations, as we have seen in the previous sections. A second way is to compute finite horizon approximations. In this section we study conditions under which appropriately defined approximate solutions of finite-horizon truncations are a good approximation of the infinite horizon problem. First some basic notations and definitions are introduced.

$X$ is now assumed to be a separable metric space. (When $S \equiv \Delta(\Omega)$ as in the section 2.1, this condition follows if $\Omega$ is separable metric.) For any element $x \in X$ we define the constant path $\xi x \in X^\infty$ as

$$(\xi x)_t = x \text{ for every } t.$$

The function $v : X \rightarrow R^*$ is defined by applying the utility function $U$ to constant paths:

$$v(x) \equiv U(\xi x)$$

so that clearly

$$v(x) = W(x, v(x)).$$

We begin with the case $D = -\infty$, that is the unconstrained case. This is a useful introduction, and will perhaps also be helpful to clarify the difference between the two cases.

Let $X^T$ be the $T$ times product of $X$. The finite horizon approximation aggregator $W^T : X^{T+1} \rightarrow R^*$ is

$$W^T(x_0, x_1, \ldots, x_T) \equiv W(x_0, W(x_1, \ldots, W(x_{T-1}, v(x_T))) \ldots).$$
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Clearly for every $T$ and every $(x_0, \ldots, x_T) \in X^{T+1}$
\[
U^T(x) \equiv U(x_0, \ldots, x_{T-1}, x_T) = W^T(x_0, x_1, \ldots, x_T). \tag{4.39}
\]

An finite horizon approximation (with horizon $T$) to the unconstrained problem is denoted by $P^T(s)$ and is defined as the problem of finding:
\[
\max W^T(x_0, \ldots, x_T), \tag{4.40}
\]
subject to:
\[
x_0 \in (s, G(s)), \ x_{t+1} \in Q(x_t) \text{ for every } t = 1, \ldots, T - 1.
\]

The optimal solution of the $T$ approximation is denoted by $\hat{x}^T$, and the value at $s$ by $J^{T,*}(s)$. To be useful for numerical purposes our approximation cannot require exact solutions of the truncated problems; so we introduce the concept of an $\epsilon$-optimal solution. This is a feasible path that is not more than $\epsilon$ distant in value from the true optimal (of the truncated problem), that is a feasible path $\hat{y}^T$ which satisfies
\[
J^{T,*}(s) \leq W^T(\hat{y}_0, \ldots, \hat{y}_T) + \epsilon. \tag{4.41}
\]
The set of $\epsilon$-approximate solutions is denoted by $\epsilon$-$\text{argmax} P^T(s)$.

The sequence of approximate solutions is now determined in the natural way. Find approximate solutions to the finite dimensional problem $P^T(s)$, extend the solution to an element in $X^\infty$ setting the coordinates for $t \geq T$ equal to the $T$ component. Now make the horizon grow, and at the same time improve the approximation. For large $T$, we obtain in this way a value arbitrarily close to the value of the infinite horizon problem, and a sequence of solutions that are close to an optimal solution of the infinite horizon problem. More formally we have:

**Theorem 4.1** Assume (A.1) to (A.5), and let $\{x^T, X^T\}_{T=0}^\infty, x^T \in X^\infty$ for every $T$ be a sequence such that:
\begin{enumerate}
  \item $\lim_{T \to \infty} \epsilon^T = 0$,
  \item $x^T_t = x^T_T$ for every $t \geq T$, and $(x^T_0, \ldots, x^T_T) \in \epsilon^T$-$\text{argmax} P^T(s)$,
\end{enumerate}
then any cluster point $x$ of the sequence $\{x^T\}_{T=0}^\infty$ is a solution of $P(s)$.

**Proof.** Let $x^T$ be a sequence of $\epsilon^T$-approximate solutions of $P^T(s)$, and let $x^{T_j, T_j}$ be a subsequence converging to $x$. Then
\[
U(x) \geq \lim_{T \to \infty} \sup_{j} U^{T_j}(x^j) \geq \lim_{T \to \infty} \sup_{j} [J^{T_j,*}(s) - \epsilon^T_j] = \lim_{T \to \infty} \sup_{j} J^{T_j,*}(s). \tag{4.42}
\]
Let \( \hat{x} \) be a solution of the infinite horizon problem, so that:

\[
J^*(s) = U(\hat{x}).
\]

Then

\[
J^{T,*}(s) \geq U^T(\hat{x})
\]

because \( \hat{x}_{t+1} \in Q(\hat{x}_t) \) for every \( t \). Since \( U \) is upper semicontinuous

\[
\limsup_T U^T(\hat{x}) \leq J^*(s);
\]

while

\[
\liminf_T U(\hat{x}_0, \ldots, \hat{x}_T, x^\infty_{t=T+1} Q^I(s, G(s)) = J^*(s)
\]

by lower convergence, so that:

\[
\lim_{T_j} U^T_j(\hat{x}) = J^*(s),
\]

We conclude from 4.45, 4.46:

\[
\limsup_j J^{T_j,*}(s) \geq J^*(s),
\]

so the conclusion follows from the combination of 4.42 and 4.48.

For the general case (where \( D \) is finite) a more subtle argument is needed; in particular it is now necessary to construct a sequence of approximations of the utility function which are monotonically decreasing to \( U \).

More precisely, let the function \( V \) be any function from \( X \) to \( \mathbb{R}^* \) that satisfies:

\[
V(x_0) \geq U(x_0, x_1, \ldots) \text{ for every } (x_1, \ldots) \in \Psi(F(s, a_0)).
\]

Using the unconstrained value function one can find a natural candidate for the function \( V \); but more obvious estimates may be available (for instance, if \( U \) is bounded by a constant \( M \), then this constant is an admissible \( V \)). Also let:

\[
U^T(x_0, \ldots, x_T) \equiv W(x_0, W(x_1, \ldots, W(x_{T-1}, V(x_T))).
\]

For the given \( V \), the finite horizon approximation, also denoted \( CPT^T(s) \), is defined by:

\[
\max W(x_0, (W(x_1, \ldots W(x_{T-1}, V(x_T))))),
\]

subject to:

(i) \( x_0 \in (s, G(s)), x_{t+1} \in Q(x_t) \) for every \( t = 1, \ldots, T - 1 \),

and

(ii) \( W(x_t, (W(x_{t+1}, \ldots W(x_{T-1}, V(x_T)))))) \geq D(x_t), t = 0, 1, \ldots, T - 1. \)
Optimal solutions and approximate solutions are defined and denoted as for the case of the \( P^I(s) \) problem. In this subsection we shall need the definition of epi-convergence of functions. Actually, since our problem is a maximization problem, we present the hypo-convergence version of the theory. For a more complete discussion the reader is referred to Attouch and Wets [2] or Attouch [1].

**Definition 4.2** A sequence of functions \( \{U^T\}_{T=0}^{\infty} \) defined on a metric space \( X \) and with values in the extended reals hypo-converges to \( U \) at \( x \) if

(i) For every subsequence of functions \( \{U^T_i\}_{i=0}^{\infty} \) and sequence of points \( \{x^T_i\}_{i=0}^{\infty} \) converging to \( x \), we have that

\[
\limsup_{j} U^T_j(x^T_j) \leq U(x);
\]

and

(ii) there exists a sequence \( \{x^T\}_{T=0}^{\infty} \) converging to \( x \) such that

\[
\liminf_{T} U^T(x^T) \geq U(x).
\]

With the new definition of finite approximation problem \( CP^T(s) \), theorem 4.1 holds with virtually no changes. For completeness, the statement is:

**Theorem 4.3** Assume (A.1) to (A.5), and let \( \{\epsilon^T, x^T\}_{T=0}^{\infty}, x^T \in X^\infty \) for every \( T \) be a sequence such that:

1) \( \lim T \epsilon^T = 0 \),

2) \( x^T = x^T \) for every \( t \geq T \), and \( (x^0_T, \ldots, x^T_T) \in \epsilon^T \text{-argmax} CP^T(s) \),

then any cluster point \( x \) of the sequence \( \{x^T\}_{T=0}^{\infty} \) is a solution of \( CP(s) \).

**Proof.** For \( U^T \) defined by \( 4.50 \) we have

\[
U^T \geq U^{T+1} \geq U \quad \text{for every } T;
\]

so that for every \( T \):

\[
J^{T,x}(s) \geq J^*(s).
\]

Also, by assumptions (A.4) (in particular, from upper convergence), for every \( x \),

\[
\lim T U^T(x) = U(x)
\]

By the monotonicity property 4.52, the sequence of functions is equi-upper semicontinuous (in the product topology); hence by corollary 2.19, in Dolecki et alii [6]

\( U^T \) hypo converges to \( U \)

We now prove that \( U(x) \geq J^*(s) \). Let \( \{x^T\}_{T=0}^{\infty} \) be a subsequence converging to \( x \). Then
\[ U(x) \geq \limsup_{j} U^{T_j}(x^{T_j}) \geq \liminf_{j} U^{T_j}(x^{T_j}) \geq \liminf_{T} U^{T}(x^{T}) \geq \liminf_{T} [J^{T,\star}(s) - \ell^{T}] \geq \liminf_{T} J^{T,\star}(s) \geq J^{\star}(s). \]

The first inequality follows from the hypoconvergence of \( U^T \), and the last by the monotonicity of the same sequence; the others are obvious.

Finally, note that the cluster point \( x \) is incentive compatible, that is:

\[ U_i(x) \geq D(x_t) \quad t = 0, 1, \ldots. \]

We conclude that \( x \) is a solution of \( CP(s) \) as claimed.

5 Conclusions

Examples of applications of the general problem discussed in this paper are appearing in the literature quite frequently in the recent past particularly in the area of dynamic games and application to macroeconomics and policy issues. Examples have been provided in this paper: but see also Marimon and Marcet [11]. A very natural application is the characterization of second best equilibria: see the examples described in section 1.1. We hope to have contributed here in clarifying a few points of a technical and conceptual nature concerning these problems.

The first is that incentive constrained problems may have a natural formulation, and a natural solution, in the general framework of dynamic programming, while keeping unchanged the original state space. This is particularly clear once it is realized that the appropriate space for the value function in this case is the space of upper semicontinuous functions. Of course this space has already been used extensively for this purpose: but in the case of incentive constrained problems it is made necessary, rather than by the lack of regularity of the problem (like, for instance, an upper semicontinuous rather than continuous utility, or production) by the constraint itself.

The formulation of the value function for the problem as the solution of a fixed point should be useful in the study of analytical properties of the optimal path. Of course, one important property provided by the contraction mapping approach is lost: the uniqueness of the solution. For instance, the function which is identically equal to minus infinity is trivially always a fixed point.

The last point we want to emphasize is that the solution to incentive constrained problems is robust: in particular it is robust to numerical approximations. Consider
for instance the procedure, quite common in the treatment of policy problems by numerical methods, of approximating the infinite horizon problem by a finite horizon truncation. In these procedures it is usually assumed that, if the finite horizon is far enough in the future, then the solution to the finite problem is a good approximation to the true optimal solution. This assumption is legitimate in view of our theorem 4.3.
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