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1. Introduction

Overview

Much of the literature on auctions is devoted to the study of properties of various types of auctions (e.g., Milgrom and Weber (1982), and Maskin and Riley (1984)). Existence questions which arise naturally in general auction environments have only begun to be addressed.¹ In this paper, we provide a unified approach to the problem of existence of optimal auctions for a rich variety of auction environments. Our approach involves three steps. First, building on the work of Vickrey (1961), Harsanyi (1967/68), and Myerson (1979, 1982), we construct a general model of a Stackelberg revelation game.² Second, within the context of our model, we establish the existence of an optimal, feasible, interim individually rational and Bayesian incentive compatible revelation mechanism. Third, we deduce the existence of optimal Bayesian auction mechanisms for various types of auctions by showing that our Stackelberg revelation game can be systematically specialized to cover various types of auctions. Specifically, we show that our model covers (i) single unit auctions with risk neutral seller and buyers (e.g., Myerson (1981), Harris and Raviv (1981), Riley and Samuelson (1981), Milgrom and Weber (1982), and Cremer and McLean (1988)); (ii) multiple and single unit auctions with risk-averse seller and buyers (e.g., Matthews (1979, 1983), Maskin and Riley (1984), and Branco (1996)); and (iii) contract auctions with moral hazard and adverse selection (e.g., Laffont and Tirole (1987) and Page (1994)). In all cases we allow private information (in the form of buyer types) to be multidimensional and stochastically dependent. Thus, we show that the existence of optimal Bayesian auction mechanisms in a wide variety of auction environments follows from the existence of an optimal Bayesian revelation mechanism for a particular Stackelberg revelation game. This is the main contribution of the paper.

Stackelberg Revelation Games

In a Stackelberg revelation game, players' utilities depend on the private information of followers and on the choice made by the leader. Following Harsanyi (1967/68) (see also Vickrey (1961) and Myerson (1979, 1982)), we represent each follower's private information by a parameter called the follower's type. In the game, the leader selects a mechanism \( f(\cdot) : T \rightarrow K \) which specifies the leader's choice as a function

¹Recent papers on existence include Menezes and Monteiro (1995) which establishes existence in a discriminatory price auction and Lehrm (1996) which addresses the problem of existence in first price auctions assuming risk neutrality and independent types.
²Our model shares many of the characteristics of the principal-agent model with incomplete information (e.g., Myerson (1982), Page (1991a, 1992), and Balder (1996)).
of the h-tuple of types (i.e., the private information) reported by followers (here f(·) is the mechanism, T is the set of type profiles representing the private information of followers, and K is the set of choices available to the leader). If t ∈ T is the type h-tuple (or type profile) reported by followers, then the leader is committed to making choice f(t) ∈ K.

In essence, the mechanism selected by the leader determines a revelation (or reporting) game to be played by the followers. The leader’s problem, then, is to choose a feasible mechanism that maximizes the his own expected utility subject to the constraints that the revelation game determined by the mechanism induces voluntary participation and truthful reporting by followers. Here we assume that each follower, in deciding whether or not to participate in the revelation game and in choosing a reporting strategy, seeks to maximize his own conditional expected utility, guided by his preferences and conditional probability beliefs concerning the types of others - assuming other followers will participate and report honestly. Thus, in order to ensure that the revelation game determined by the mechanism induces voluntary participation and truthful reporting, the leader must choose a mechanism that is interim individually rational (IRR) and Bayesian incentive compatible (BIC).

Due to the unusual nature of the Bayesian incentive compatibility (BIC) constraints, the resolution of the existence question which arises in connection with the leader’s maximization problem is difficult (see Page (1989, 1991a, 1991b, 1992, 1994) and Balder (1996) for additional discussion). Novel existence arguments are required. Here, we show that the leader’s problem has a solution (Theorem 1). Key ingredients in our proof are a new notion of compactness for mechanisms, called K-compactness (Definition 4.2), an abstract Komlos Theorem due to Balder (1990, 1996) (also see Komlos (1967)), and a new result showing that the feasible set of interim individually rational and Bayesian incentive compatible revelation mechanisms is K-compact (Theorem 2). The latter result extends an earlier result on K-compactness due to the author (Page (1992), Theorem 4.1) by allowing for mechanisms that map into quite general choice sets. In particular, the K-compactness result given here considers mechanisms f(·): T → K where the choice set K is given by a convex, compact, metrizable subset of a Hausdorff locally convex topological

3Page (1989, 1991a, 1991b, 1994) and Balder (1996) treat existence questions which arise in connection with the leader’s maximization problem over mechanisms which are feasible, interim individually rational, and dominant strategy incentive compatible. Page (1992) treats the more difficult case of maximization over mechanism which are feasible, interim individually rational, and Bayesian incentive compatible. Here we extend the existence result in Page (1992) to cover more general environments and use this result to give a unified treatment of existence of optimal auctions.

4The notion of K-compactness was introduced in Page (1989) - see Definition 2.2.2. However, the term K-compactness was not used in Page (1989). The term K-compactness was introduced in Page (1992) - see Definition 2.3.2.
space. In Page (1992), the K-compactness result considers only those mechanisms where K is given by the set of probability measures P(X) defined over a compact metric space X of choices. This latter set of mechanisms represents an important example of the set mechanisms covered by the K-compactness result given here (Theorem 2). The added generality afforded by Theorem 2 makes the corresponding existence result applicable in a wide variety of environments - and thus makes possible a unified treatment of existence. The K-compactness result given here also extends the earlier result in Page (1992) by taking as the feasible set of mechanisms the set of all measurable selections from a feasible choice correspondence. This refinement is useful. In some auction applications, the feasible choice correspondence specializes to an ex post budget constraint for the seller and buyers. This is the case, for example, in the multiple unit auction model developed below. In other applications, the feasible choice correspondence serves to define ex post individual rationality - as is the case in the contract auction model developed below. In Page (1992) the feasible set of mechanisms is simply taken to be the set of all measurable mappings from buyer type profiles into the set of probability measures over a compact metric space of choices. Together, Theorems 1 and 2 provide a unified approach to existence problems involving Bayesian incentive compatibility and extend earlier results by the author on existence in Stackelberg games with incomplete information (e.g., Page (1989, 1992)). This is an additional contribution of the paper.

Multiple and Single Unit Auctions

For our first application we specialize our revelation game to a single unit auction with risk neutral seller and buyers (see Section 3.1). The resulting model covers the classical auction models of Myerson (1981), Harris and Raviv (1981), Riley and Samuelson (1981), and Cremer and McLean (1988). Moreover, because we allow buyer types to be multidimensional and stochastically dependent our model also covers the auction environments analyzed in, for example, Milgrom and Weber (1982) where buyer types are allowed to be affiliated (also see, Cremer and McLean (1985), McAfee and Reny (1992), Funk (1993), Jehiel, Moldovanu, and Stacchetti (1994), Baye, Kovenock, and de Vries (1996)).

Single unit auctions in which the seller and buyers are risk neutral and buyers' types are stochastically independent have been intensely studied in the literature (see for example Myerson (1981), Riley and Samuelson (1981) and Harris and Raviv (1981)). Two main conclusions emerge from this work. First, the four most common forms of
auctions (Dutch, first-price, second-price, and English)\(^5\) generate the same expected revenue for the seller. Second, for many common distributions of buyers' types (including the normal, exponential, and uniform distributions) the four standard auction forms with suitably chosen reserve prices or entry fees are optimal from the perspective of the seller. These conclusions, however, are not robust with respect to changes in the assumptions of risk neutrality or stochastic independence. For example, Maskin and Riley (1984) show that if buyers' types are independently distributed but buyers are risk averse, then from the seller's viewpoint first-price and English auctions are not revenue equivalent - nor are they optimal. Alternatively, it follows from Milgrom and Weber (1982) that if buyers and the seller are risk neutral but types are dependent - and in particular affiliated - then English auctions generate the highest expected revenue to the seller, followed by the second-price auction, and finally the Dutch and first-price auctions. Even more striking are the results of Cremer and McLean (1985, 1988) and McAfee and Reny (1992). Assuming risk neutrality they show that if buyers' types are dependent then by using an optimal auction the seller can obtain the same expected payoff as that obtainable under conditions of complete information concerning buyers' types.

These studies indicate the importance of analyzing auction environments in which both risk aversion and stochastically dependent buyers' types are present. Thus for our second application, we specialize our revelation game to a multiple unit auction with risk averse players and stochastically dependent types (see section 3.2).\(^6\) The resulting model automatically covers the multiple unit auction model of Branco (1996) with risk neutral players and stochastically independent types. Moreover, by further specializing to a single unit auction, our model covers the auction models of Matthews (1979, 1983) and Maskin-Riley (1984) with risk-averse buyers and stochastically independent types.

**Contract Auctions**

For our final application, we consider the problem faced by a risk averse principal seeking to choose, via a contract auction, an agent or contractor from among several competing, risk averse agents to carry out a particular project (see Section 3.3). Laffont and

---

\(^5\)The Dutch auction is conducted by an auctioneer who initially calls for a high price and then continuously lowers the price until some buyer stops the auction and claims the object at that price. In an English auction, the auctioneer begins by soliciting bids at a low price and then gradually raises the price until only one willing buyer remains. A first-price auction is a sealed-bid auction in which the buyer making the highest bid wins and pays the amount of his bid for the object. A second-price auction is also a sealed-bid auction in which the buyer making the highest bid wins and pays the amount of the second highest bid. All of these standard auction forms are representable via functions - and thus all are representable via Young measures.

\(^6\)With further minor modifications, our model becomes a model of a simultaneous pooled auction (see Menezes and Monteiro (1996)).
Tirole (1987, 1993) characterize optimal Bayesian contract auctions assuming risk neutrality and independent agent types, while Page (1994) and Balder (1996) demonstrate the existence of an optimal, dominant-strategy incentive compatible contract auction mechanism assuming risk aversion and multidimensional, dependent agent types. Here, we establish the existence of an optimal, interim individually rational and Bayesian incentive compatible contract auction mechanism - thus, extending the existence results of Page (1994) and Balder (1996) to the more difficult Bayesian case.\footnote{The existence result given by Balder (1996) for dominant strategy incentive compatible auction mechanisms refines the earlier result due to Page (1994) by relaxing some of the topological and measure-theoretic assumptions made in Page (1994).}

A distinguishing feature of contract auctions is the presence of both adverse selection and moral hazard. Thus in addition to being concerned about the adverse selection problem (as reflected in the incentive compatibility constraints) the principal must also be concerned about the actions taken by the agent after entering into the contract with the principal. These actions often affect contract performance and the economic well-being of the principal as well as the winning agent. Because these actions are only indirectly controllable via contract incentives, the principal must choose an auction mechanism that not only selects the best agent but also selects a contract that provides the winning agent with correct incentives.

In specializing our revelation game to a contract auction model, we show that the auction problem with adverse selection and moral hazard reduces to an equivalent problem with adverse selection only. While we continue to allow risk aversion and multidimensional, dependent types, in the contract auction model developed here (like the models in Laffont and Tirole (1987, 1993), Page (1994), and Balder (1996)), we do not allow informational externalities.\footnote{Thus, here we assume that each agent's utility depends only upon his own type and not upon the types of other agents.} This assumption is made for simplicity. In particular, in order to avoid the "informed principal problem" which would arise for the winning agent at the action selection stage if information externalities were allowed, we simply assume that each agent's utility depends only upon his own type. We save for future research the treatment of informational externalities and the informed principal problem in contract auctions.

Outline

We shall proceed as follows: In Section 2 we present a general model of a Stackelberg revelation and state our main existence result (Theorem 1). In Section 3 we consider applications. In particular, in Section 3.1, we specialize our revelation game to a
single unit auction model with risk neutral players and we deduce the existence of an optimal Bayesian auction mechanism (Corollary 1) from our main existence result. In Section 3.2, we specialize our revelation game to a multiple unit auction model with risk averse players and deduce the existence of an optimal Bayesian auction mechanism (Corollary 2). In Section 3.3, we specialize our revelation game to a contract auction model and show that the contract auction problem with adverse selection and moral hazard reduces to an equivalent auction problem with adverse selection only. We also establish the existence of an optimal Bayesian contract auction mechanism (Corollary 3). In Section 4 within the context of our general Stackelberg revelation game we show that the set of all feasible, interim individually rational and Bayesian incentive compatible revelation mechanisms is K-compact (Theorem 2). Finally in Section 4, we prove our main existence result (Theorem 1).
2. The Stackelberg Revelation Game

2.1 Basic Elements

We will assume that the basic elements of the game are known to all players.

Players and Types

To begin, let $I = \{0, 1, 2, \ldots, h\}$ denote the set of players. Elements of $I$ will be denoted by $i$ or $j$, with 0 denoting the leader and $i = 1, 2, \ldots, h$, denoting followers.

Now let,

\[ T_i = \text{the set of } i\text{th follower types with elements denoted by } t_i. \quad \text{Equip } T_i \text{ with the } \sigma\text{-field } \Sigma_i. \]

\[ T = T_1 \times T_2 \times \cdots \times T_h \text{ with elements denoted by } t = (t_1, t_2, \ldots, t_h). \quad \text{Equip } T \text{ with the product } \sigma\text{-field } \Sigma = \Sigma_1 \times \Sigma_2 \times \cdots \times \Sigma_h. \]

\[ T_{-i} = T_1 \times \cdots \times T_{i-1} \times T_{i+1} \times \cdots \times T_h \text{ with elements denoted by } t_{-i} = (t_1, \ldots, t_{i-1}, t_{i+1}, \ldots, t_h). \quad \text{Equip } T_{-i} \text{ with the product } \sigma\text{-field } \Sigma_{-i} = \Sigma_1 \times \cdots \times \Sigma_{i-1} \times \Sigma_{i+1} \times \cdots \times \Sigma_h. \]

\[ (t_i, t_{-i}) = (t_1, \ldots, t_{i-1}, t_i, t_{i+1}, \ldots, t_h) = t. \]

Probability Beliefs

For each follower $i = 1, \ldots, h$, let $q_i(\cdot | \cdot)$ denote the stochastic kernel representing the $i$th follower's conditional probability beliefs concerning other followers' types. Thus, for each $t_i \in T_i$, $q_i(\cdot | t_i)$ is a probability measure defined on $\Sigma_{-i}$ specifying for each type $t_i$, the $i$th follower's conditional probability beliefs concerning other followers' types, and for each $E \in \Sigma_{-i}$, $q_i(E | t_i)$ is a real-valued, $\Sigma_i$-measurable function defined on $T_i$ specifying for each of the $i$th follower's types, the probability weight the $i$th follower assigns to subset $E$.

For the leader, let $p_0$ be a probability measure defined on $(T, \Sigma)$, the measure space of type profiles, representing the leader's probability beliefs concerning followers' type profiles.

Assumption 1: We will assume that there is a product measure $\mu = \mu_1 \times \cdots \times \mu_h$ defined on $(T, \Sigma)$, with each $\mu_i$ $\sigma$-finite on $\Sigma_i$, such that

(1) the leader's probability measure $p_0$ over $T$ is absolutely continuous with respect to $\mu$ (denoted $p_0 \ll \mu$).
(2) for each $i$ and $t_i \in T$, the $i$th follower’s conditional probability measure $q_i(\cdot | t_i)$ over $T_{-i}$ is absolutely continuous with respect to $\mu_{-i}$ (denoted $q_i(\cdot | t_i) \ll \mu_{-i}$), where $\mu_{-i}$ is the product measure $\mu_1 \times \cdots \times \mu_{i-1} \times \mu_{i+1} \times \cdots \times \mu_h$.

We will refer to $\mu$ as the dominating measure.

Assumption 1 is satisfied automatically in any revelation game in which the leader’s probability beliefs concerning type profiles are specified via a probability a density function and followers’ conditional probability beliefs are specified via a conditional probability density function (i.e., Lebesgue measure then serves as the dominating measure).

Example: Suppose there are two followers, $i = 1, 2$, with types $T_i = [0, \infty)$ for each $i$. Thus, the set of type profiles is given by $T = [0, \infty) \times [0, \infty)$. Let $\Sigma$ be the Borel product $\sigma$-field, $B(0, \infty) \times B(0, \infty)$, in $T$ and equip $(T, \Sigma)$ with the Lebesgue product measure $\mu = \mu_1 \times \mu_2$. Suppose now that the leader’s probability beliefs $p_0$ are given via a joint density function $h_0(\cdot)$, defined on $T$, so that for $E \in \Sigma$,

$$p_0(E) = \int_E h_0(t) \mu(dt).$$

Thus, $p_0 \ll \mu$. Suppose also that each follower’s conditional probability beliefs $q_i(\cdot | t_i)$ are given via a conditional density $r_i(\cdot | t_i)$ corresponding to a joint probability density $h_i(\cdot)$, so that for $S \in \Sigma_{-i}$,

$$q_i(S | t_i) = \int_S r_i(t | t_i) \mu_{-i}(dt_{-i}).$$

Thus, $q_i(\cdot | t_i) \ll \mu_{-i}$ for all $t_i \in T_i$.

Choices and Revelation Mechanisms

Let $K$ be a subset of a Hausdorff locally convex topological space $E$. Elements of $K$, denoted by $f$, will be called choices and measurable functions from type profiles $T$ into $K$ will be called revelation mechanisms. If the leader selects revelation mechanism $f(\cdot): T \to K$, then the leader is committed to choice $f(t) \in K$ whenever followers report type profile $t \in T$. Here measurability is defined with respect to the product $\sigma$-field $\Sigma$ on $T$ and the Borel $\sigma$-field $B(K)$ on $K$. In particular, $f(\cdot): T \to K$ is said to measurable if for
each $E \in B(K)$, $f^{-1}(E) := \{t \in T : f(t) \in E\} \in \Sigma$. We will denote by $M(T,K)$ the set of all revelation mechanisms.

*Assumption 2:* We shall assume that the set of choices $K$ is convex, compact, and metrizable for the relative topology inherited from $E$.

For each $h$-tuple $t \in T$ of reported types, let $K(t)$ be the set of feasible choices in $K$ given reported types $t$.

*Assumption 3:* We will assume that the feasible choice correspondence $K(\cdot): T \rightarrow 2^K$ is such that for each $t \in T$, $K(t)$ is a closed convex subset of $K$.

A revelation mechanism $f(\cdot) \in M(T,K)$ is said to be *feasible* if

$$f(t) \in K(t) \text{ a.e.}[\mu].$$

Note that the qualifier "a.e." (almost everywhere) is with respect to the dominating measure $\mu$ (see Assumption 1). Thus, for each feasible mechanism $f(\cdot)$ the leader and the followers will agree upon the set of type profiles where the mechanism may fail to produce a feasible choice and all players will assign this set probability measure zero.

We shall denote by $\Gamma$ the feasible set of revelation mechanisms. Thus,

$$\Gamma = \{f(\cdot) \in M(T,K) : f(t) \in K(t) \text{ a.e.}[\mu]\}. \quad (1)$$

In some applications, the mapping $K(\cdot)$ specializes to an ex post budget constraint for the leader and followers. This is the case in the multiple unit auction model developed in section 3.2. In other applications, $K(\cdot)$ serves to define ex post individual rationality. This is the case in the contract auction model developed in section 3.3.

*Followers' Utility Functions*

For $i = 1, 2, \ldots, h$, let $v_i(\cdot, \cdot): T \times K \rightarrow R$ be the $i$th follower's utility function. Given type profile $t \in T$ and choice $f \in K$, $v_i(t,f)$ is the corresponding utility level for the $i$th follower.
Assumption 4: For each $i = 1, 2, ..., h$, we will assume that

1. $v_i(t, \cdot)$ is affine and continuous on $K(t)$ for each $t \in T$,
2. $v_i(\cdot, f(\cdot))$ is $\Sigma$-measurable for each $f(\cdot) \in M(T, K)$, and
3. for each $t_i \in T_i$ there exists a $q_i(\cdot ; t_i)$-integrable function
   $\xi_{t_i}(\cdot) : T_1 \rightarrow R$ such that $|v_i((t_i, t_{-i}, f((t_i, t_{-i}))))| \leq \xi_{t_i}(t_i)$
   a.e. on $T_i$ for $f(\cdot) \in M(T, K)$.

Bayesian Incentive Compatibility and Interim Individual Rationality

Let $B$ denote the subset of mechanisms in $M(T, K)$ such that corresponding to each $f(\cdot) \in B$ there are $h$ sets $C_1, ..., C_h$, with $C_i \in \Sigma_i$ and $\mu_i(C_i) = 0$, such that for each follower $i = 1, 2, ..., h$,

$$\int_{T_i} v_i(t_i, t_{-i}, f((t_i, t_{-i})))q_i(dt_i | t_i) \geq \int_{T_i} v_i(t_i, t_{-i}, f((t_i', t_{-i})))q_i(dt_i | t_i)$$

(2)

for all $t_i \in T_i \setminus C_i$ and all $t_i' \in T_i$. Note that the measure $\mu_i$ is the $i$th component of the dominating product measure $\mu = \mu_1 \times \cdots \times \mu_h$ (see Assumption 1). Under any revelation mechanism in $B$, given each follower's conditional probability beliefs concerning other followers' types, and given almost any follower type, each follower will do at least as well by reporting his true type $t_i$ to the mechanism as by reporting $t_i'$ given that all other followers report truthfully. We will refer to $B$ as the set of Bayesian incentive compatible (BIC) mechanisms. Thus, for any mechanism in $B$ truthful reporting is a Nash equilibrium of the revelation game induced by the mechanism.

Let $A$ denote the subset of mechanisms in $M(T, K)$ such that corresponding to each $f(\cdot) \in A$ there are $h$ sets $Q_1, ..., Q_i, ..., Q_h$, with $Q_i \in \Sigma_i$ and $\mu_i(Q_i) = 0$, such that for each follower $i = 1, 2, ..., h$,

$$\int_{T_i} v_i(t_i, t_{-i}, f((t_i, t_{-i})))q_i(dt_i | t_i) \geq r_i(t_i)$$

(3)

for all $t_i \in T_i \setminus Q_i$. Here $r_i(\cdot) : T_i \rightarrow R$ is the $i$th follower's interim reservation utility function. Under any revelation mechanism in $A$, given each follower's conditional probability beliefs concerning other followers' types, and given almost any follower type, each follower will do at least as well by participating in the mechanism as by abstaining from participation, given that all other followers participate and report truthfully. We will refer to $A$ as the set of interim individually rational (IIR) mechanisms.
Assumption 5: We shall assume the following:

1. \( \Gamma \cap B \cap \Lambda \) is nonempty.
2. The set of choices \( K \) contains an \( \bar{f} \) such that for each follower \( i = 1, 2, \ldots, h, \)
   \[
   \int_{T_{-i}} v_i(t_i, t_{-i}, \bar{f}) q_i(t_{-i} \mid t_i) dt_i \leq r_i(t_i) \text{ for all } t_i \in T_i.
   \]

We shall refer to any choice \( \bar{f} \in K \) satisfying Assumption 5(2) as a penalty choice.

Assumption 5(1) is nontriviality assumption: without it the revelation game is uninteresting. Assumption 5(1) will be satisfied if, for example, the set \( K \) of choices contains an \( f'' \) such that for each \( t \in T \), \( f'' \in K(t) \) and for each follower \( i = 1, 2, \ldots, h, \)
   \[
   \int_{T_{-i}} v_i(t_i, t_{-i}, f'') q_i(t_{-i} \mid t_i) dt_i \geq r_i(t_i) \text{ for all } t_i \in T_i.
   \]

The Leader's Utility

Now let \( u(\cdot, \cdot): T \times K \to \mathbb{R} \) be the leader's utility function. Given type profile \( t \in T \) and choice \( f \in K \), \( u(t, f) \) is the corresponding level of utility for the leader.

Assumption 6: We will assume that

1. \( u(t, \cdot) \) is concave and upper-semicontinuous on \( K(t) \) for each \( t \in T \),
2. \( u(\cdot, f(\cdot)) \) is \( \Sigma \)-measurable for each \( f(\cdot) \in \Gamma \cap B \cap \Lambda \), and
3. there exists a \( \mu_0 \)-integrable function \( \zeta(\cdot) \) such that
   \[
   u(t, f(t)) \leq \zeta(t) \text{ a.e.}[\mu_0] \text{ on } T \text{ for } f(\cdot) \in \Gamma \cap B \cap \Lambda.
   \]

2.2 The Leader's Problem and The Existence Result

The leader's problem is to choose a revelation mechanism \( f(\cdot) \) from the set of feasible, interim, individually rational and Bayesian incentive compatible mechanisms \( \Gamma \cap B \cap \Lambda \) that maximizes the leader's expected utility

\[
\int_{T} u(t, f(t)) \mu_0(dt).
\]

Stated compactly, the leader's problem is given by
$$\max_{f(\cdot) \in \Gamma \cap B \cap \Lambda} \int_T u(t,f(t))p_0(\text{d}t).$$  \hspace{1cm} (4)

**Theorem 1 (Existence of an Optimal Revelation Mechanism):**

Under Assumptions 1-6 there exists an optimal revelation mechanism solving the leader's problem (4).

3. **Auctions**

   By carefully specifying the choice set $K$, the feasible choice correspondence, $K(\cdot): T \rightarrow 2^K$, and the leader's and followers' utility functions many auction problems can be formally treated as special cases of the leader's problem (4). Thus in many auction environments the existence of an optimal auction mechanism for the seller (acting as the leader) can be deduced from Theorem 1. In order to illustrate this we begin by considering single unit auctions of an indivisible good.

3.1 **Bayesian Single Unit Auctions with Risk Neutral Players**

   For our first application we specialize our revelation game to a single unit auction with risk neutral seller and buyers. In particular, we consider a seller (leader) who faces $h$ risk neutral potential buyers (followers) and is interested in adopting an auction procedure (a revelation mechanism) that maximizes the expected revenue from the sale of a single object. The resulting model covers the classical auction models of Myerson (1981), Harris and Raviv (1981), Riley and Samuelson (1981), and Cremer and McLean (1988). Moreover, because we allow buyer types to be multidimensional and stochastically dependent our model also covers the auction environments analyzed in, for example, Milgrom and Weber (1982) where buyer types are allowed to be affiliated (also see, Cremer and McLean (1985), McAfee and Reny (1992), Funk (1993), Jehiel, Moldovanu, and Stacchetti (1994), and Baye, Kovenock, and de Vries (1996)).

   We begin by assuming that each players' probability beliefs concerning type profiles satisfy Assumption 1. A standard assumption in the auction literature is that buyers' types are identically and independently distributed (e.g., see Myerson (1981) and Riley and Samuelson (1981)). Here we depart from this assumption, allowing for stochastically dependent types.

   Following Myerson (1981) (see also Page (1991b)), a single unit auction mechanism is a pair of $\Sigma$-measurable functions, $p(\cdot): T \rightarrow \Delta$, $x(\cdot): T \rightarrow C$, such that if $t = (t_1, ..., t_h)$ is the $h$-tuple of reported buyer types then $p_i(t)$ is the probability that the $i$th
buyer wins the object and $x_i(t)$ is the amount of money the ith buyer must pay to the seller. Here $C$ is a closed bounded convex subset of $\mathbb{R}^h$ containing the origin and

$$\Delta = \{(p_1,\ldots,p_h) \in \mathbb{R}^h : p_i \geq 0 \text{ and } \sum_{i=1}^{h} p_i \leq 1\}.$$  \hspace{1cm} (5)

Thus, the choice set $K$ is given by $K = \Delta \times C$ ($E = \mathbb{R}^h \times \mathbb{R}^h$), and the set of revelation mechanisms $M(T, \Delta \times C)$ consists of functions of the form

$$f(\cdot) = (p(\cdot), x(\cdot)) = (p_1(\cdot),\ldots,p_h(\cdot), x_1(\cdot),\ldots,x_h(\cdot)).$$  \hspace{1cm} (6)

We assume that the feasible choice correspondence $K(\cdot) : T \to 2^{\Delta \times C}$ is given by $K(t) = \Delta \times C$ for all $t$. Thus, Assumptions 2 and 3 are satisfied.

As in Myerson (1981), each buyer is risk neutral with utility function $v_i(\cdot, \cdot, \cdot) : T \times (\Delta \times C) \to \mathbb{R}$ given by

$$v_i(t, (p, x)) = p_i \cdot u_i(t) - x_i.$$  \hspace{1cm} (7)

We also assume that the $h$-tuple of buyer valuation functions $v(\cdot) = (v_1(\cdot),\ldots,v_h(\cdot))$ is such that the range of valuations

$$V := \{(v_1(t),\ldots,v_h(t)) \in \mathbb{R}^h : t \in T\}$$  \hspace{1cm} (8)

is contained in $C$ and that each buyer's valuation function is $\Sigma$-measurable. The seller - also risk neutral - has valuation function $v_0(\cdot) : T \to \mathbb{R}$, bounded and $\Sigma$-measurable, and utility function $u(\cdot, \cdot, \cdot) : T \times (\Delta \times C) \to \mathbb{R}$ given by

$$u(t, (p, x)) = \left(1 - \sum_{i=1}^{h} p_i\right) \cdot v_0(t) + \left(\sum_{i=1}^{h} x_i\right).$$  \hspace{1cm} (9)

Thus, Assumptions 4 and 6 are satisfied.

To complete our description of the single unit auction model, we assume that each buyer's interim reservation utility function $r_i(\cdot) : T \to \mathbb{R}$ is identically zero.

A single unit auction mechanism $(p(\cdot), x(\cdot)) \in M(T, \Delta \times C)$ is Bayesian incentive compatible (i.e., is contained in the set $B$) if there are $h$ sets $C_1,\ldots,C_1,\ldots,C_h$ with $C_i \in \Sigma_i$ and $\mu_{\cdot i}(C_i) = 0$, such that for each buyer $i = 1,2,\ldots,h$,
for all $t_i \in T_i \setminus Q_i$ and all $t_i' \in T_i$.

A single unit auction mechanism $(p(\cdot), x(\cdot)) \in M(T, A \times C)$ is interim individually rational (i.e., is contained in the set $A$) if there are $h$ sets $Q_1, \ldots, Q_h$, with $Q_i \in \Sigma_i$ and $\mu_i(Q_i) = 0$, such that for each buyer $i = 1, 2, \ldots, h$,

$$\int_{T_i} [p_i(t_i, t_{-i}) \cdot u_i(t_i, t_{-i}) - x_i(t_i, t_{-i})]d_j(dt_{-i} | t_i) \geq 0,$$

for all $t_i \in T_i \setminus Q_i$, where $Q_i \in \Sigma_i$ and $\mu_i(Q_i) = 0$.

Note that the auction mechanism $(\bar{p}(\cdot), \bar{x}(\cdot))$ given by $(\bar{p}(t), \bar{x}(t)) = (0, 0)$ for all $t$ is feasible, interim individually rational and Bayesian incentive compatible (i.e., is contained in $\Gamma \cap B \cap A$). Note also that under the mechanism $(\bar{p}(\cdot), \bar{x}(\cdot))$, we have for each buyer

$$\int_{T_i} [\bar{p}_i(t_i, t_{-i}) \cdot u_i(t_i, t_{-i}) - \bar{x}_i(t_i, t_{-i})]d_j(dt_{-i} | t_i) = 0 \text{ for all } t_i \in T_i. \quad (12)$$

Thus, Assumption 5 is satisfied.

The seller's single unit auction problem can be stated compactly as

$$\max_{(p(\cdot), x(\cdot)) \in \Gamma \cap B \cap \Lambda} \int_{T} \left[ \left( 1 - \sum_{i=1}^{h} p_i(t) \right) \cdot u_0(t) + \left( \sum_{i=1}^{h} x_i(t) \right) \right] p_0(dt). \quad (13)$$

It is easy to see that the seller's single unit auction problem (13) is a version of the leader's problem (4). Moreover, because our single unit auction model satisfies Assumptions 1-6, it follows directly from Theorem 1 that the seller's problem has a solution.
Corollary 1 (Existence of an Optimal Single Unit Auction Mechanism)
Given the single unit auction model above, there exists an auction mechanism $(p^*(\cdot), x^*(\cdot)) \in \Gamma \cap B \cap \Lambda$ solving the seller's problem (13).

The result above extends to the Bayesian case the single unit existence result for dominant strategy incentive compatible auction mechanisms given in Page (1991b).

3.1 Bayesian Multiple Unit Auctions with Risk Averse Players

Now consider a risk averse seller who faces $h$ risk averse buyers and is interested in adopting an auction procedure that maximizes his expected utility from the sale of several indivisible units of a homogeneous good.

Again we assume that players' probability beliefs concerning type profiles satisfy Assumption 1. As indicated by our example in Section 2 this assumption is easily satisfied.

Let $m$ denote the total number of units the seller wishes to put up for auction, and let

$$Q = \{0, 1, 2, \ldots, m\}.$$  

Each player, $i = 0, 1, \ldots, h$ (seller as well as buyers), in the auction can win from 0 to $m$ units of the good. Now let

$$Z = \underbrace{\mathbb{Q} \times \cdots \times \mathbb{Q}}_{h+1 \text{ times}},$$

with typical element $z = (z_0, z_1, \ldots, z_h)$. Each $h+1$-tuple $z \in Z$ gives a profile of winnings by the players in the auction. Note that if $z_0 > 0$ then the seller keeps some of the good (i.e., some units are not sold during the auction).

Now let $C = \{c \in \mathbb{R} : 0 \leq c \leq w\}$ for some large positive number $w$, and for each buyer $i$ and buyer type $t_i \in T_i$ let $w_i(t_i) \in C$ and

$$C_i(t_i) = \{c \in \mathbb{R} : 0 \leq c \leq w_i(t_i)\}.$$  

Here $w_i(t_i)$ represents the maximum amount a type $t_i$ ith buyer can pay at auction. The mapping $C_i(\cdot) : T_i \to 2^C$ is the $i$th buyer's budget correspondence. Now let

$$D = \underbrace{C \times \cdots \times C}_{h \text{ times}}.$$  

The set $D$ equipped with the usual Euclidean metric (here denoted by $d_D$) is a compact metric space. Finally, for each type profile $t$ let
\[
D(t) = C_1(t_1) \times \cdots \times C_h(t_h).
\]

Each \( h \)-tuple \( c = (c_1, \ldots, c_h) \in D(t) \) represents a profile of payments from buyers to the seller given reported types \( t \) and \( D(\cdot) : T \rightarrow 2^D \) is the ex post budget correspondence for buyers.

A tuple \( (z,c) = (z_0, z_1, \ldots, z_h, c_1, \ldots, c_h) \in Z \times D(t) \) is a feasible outcome of the auction if the sum of the units allocated via the auction \( \sum_{i=0}^{h} z_i \) equals \( m \) and if the sum of the payments from buyers to seller \( \sum_{i=1}^{h} c_i \) equals or exceeds some minimum revenue requirement \( r_0(t) \) dependent on the types reported by buyers. Formally the feasible set of auction outcomes corresponding to each reported type profile \( t \) is given by

\[
F(t) = \{(z,c) = (z_0, z_1, \ldots, z_h, c_1, \ldots, c_h) \in Z \times D(t) : \sum_{i=0}^{h} z_i = m \text{ and } \sum_{i=1}^{h} c_i \geq r_0(t)\}. \quad (14)
\]

Note that for each \( t \), \( F(t) \) is a closed subset of the compact metric space \( Z \times D \).

We are now in a position to define the choice set \( K \) and the feasible choice correspondence, \( K(\cdot) : T \rightarrow 2^K \) corresponding to the multiple unit auction. Let \( P(Z \times D) \) denote the set of all probability measures defined on the product \( \sigma \)-field \( \mathcal{S}(Z) \times \mathcal{B}(D) \) of the compact metric space \( Z \times D \) of auction outcomes. Here, \( \mathcal{B}(D) \) denotes the Borel \( \sigma \)-field generated by the Euclidean metric \( d_D \) and \( \mathcal{S}(Z) \) denotes the \( \sigma \)-field consisting of all subsets of the finite set \( Z \). Also let the set of choices \( K \) be given by \( P(Z \times D) \). Here the space \( E \) is taken to be the set of all bounded signed measures on \( Z \times D \) equipped with the narrow topology (i.e., the topology of weak convergence measures - see Dellacherie and Meyer (1978), III.54). The choice set \( K = P(Z \times D) \) is clearly convex. By III.60 in Dellacherie and Meyer (1978), \( K = P(Z \times D) \) satisfies Assumption 2. Denote by \( \varphi \) a typical element of the choice set \( P(Z \times D) \) and denote by \( \varphi(\cdot) \) or \( \varphi(d(z,c)\cdot) \) a typical element of the set of auction (revelation) mechanisms \( M(T, P(Z \times D)) \).

The results of this section remain unchanged if in the definition of the set of feasible outcomes we require \( \sum_{i=1}^{h} c_i = r_0(t) \) (i.e., we require the sum of buyer payments to the seller to equal \( r_0(t) \)). With this modification, the feasible set of auction outcomes \( F(t) \) remains a closed subset of the compact metric space \( Z \times D \).
Let the feasible choice correspondence, \( K(\cdot): T \rightarrow 2^K \) be given by

\[
K(t) := \{ \varphi \in P(Z \times D) : \varphi(F(t)) = 1 \}.
\]

(15)

Given type profile \( t \), any probability measure \( \varphi \in K(t) \) assigns probability 1 to the set of auction outcomes \( F(t) \). For each \( t \), \( K(t) \) is convex. Thus since each \( F(t) \) is compact it follows from III.58 and III.60 in Dellacherie and Meyer (1978) that the feasible choice correspondence \( K(\cdot): T \rightarrow 2^K \) defined via (6) satisfies Assumption 3. The feasible set of auction mechanisms is thus given by

\[
\Gamma = \{ \varphi(\cdot) \in M(T, P(Z \times D)) : \varphi(t) \in K(t) \text{ a.e.} \mu \}.
\]

(16)

For each potential buyer \( i = 1, \ldots, h \) let \( \upsilon_i(\cdot, \cdot, \cdot): T \times Z \times D \rightarrow \mathbb{R} \) be the \( i \)-th buyer's utility function over type profiles and auction outcomes. We will assume that

(a) \( \upsilon_i(t, \cdot, \cdot) \) is continuous on \( Z \times D \) for each \( t \in T \),

(b) \( \upsilon_i(\cdot, (z, c)) \) is \( \Sigma \)-measurable on \( T \) for each feasible auction outcome \( (z, c) \in Z \times D \), and

(c) for each \( t_i \in T_i \) there exists a \( q_i(t_i) \)-integrable function \( \psi_{t_i}(\cdot): T_{-i} \rightarrow \mathbb{R} \) such that \( |\upsilon_i(t_i, t_{-i}, (z, c))| \leq \psi_{t_i}(t_{-i}) \) for all \((t_{-i}, (z, c)) \in T_{-i} \times Z \times D \).

Given choice \( \varphi \in P(Z \times D) \), the \( i \)-th buyer's (expected) utility is given by

\[
\upsilon_i(t, \varphi) = \int_{Z \times D} \upsilon_i(t, (z, c)) \varphi(d(z, c)).
\]

(17)

For each \( t \in T \), \( \varphi \mapsto \upsilon_i(t, \varphi) \) is continuous on \( P(Z \times D) \) with respect to the narrow topology (Dellacherie and Meyer (1978), III.54), and for each \( \varphi \in P(Z \times D) \), \( t \mapsto \upsilon_i(t, \varphi) \) is \( \Sigma \)-measurable on \( T \). Thus, each buyer's expected utility function \( \upsilon_i(\cdot, \cdot): T \times P(Z \times D) \rightarrow \mathbb{R} \) is \( \Sigma \times \mathcal{B}(P(Z \times D)) \)-measurable (Castaing and Valadier (1977), III.14). Here, \( \mathcal{B}(P(Z \times D)) \) denotes the Borel \( \sigma \)-field in \( P(Z \times D) \) generated by the narrow topology. Given these observations and the fact that each buyer's utility function, \( \upsilon_i(\cdot, \cdot) \), satisfies assumptions (a)-(c) above, it is easy to verify that each buyer's expected utility function \( \upsilon_i(\cdot, \cdot): T \times P(Z \times D) \rightarrow \mathbb{R} \) given in (17) satisfies Assumption 4.
Under auction mechanism \( \varphi(\cdot) \in M(T, P(Z \times D)) \) the \( i \)th buyer's interim expected utility given true type \( t_i \in T_i \) and reported type \( t'_i \in T_i \) is

\[
\int_{T_{-i}} \int_{Z \times D} v_i(t_i, t_{-i}, (z, c)) \varphi(d(z, c) \mid t_i, t_{-i}) q_i(d t_{-i} \mid t_i) dt_{-i}.
\]

(18)

A multiple unit auction mechanism \( \varphi(\cdot) \in M(T, P(Z \times D)) \) is Bayesian incentive compatible (i.e., is contained in the set \( B \)) if there are \( h \) sets \( C_1, \ldots, C_{i-1}, C_{i+1}, \ldots, C_h \), with \( C_j \subseteq \Sigma_j \) and \( \mu_j(C_j) = 0 \), such that for each buyer \( i = 1, 2, \ldots, h \),

\[
\int_{T_{-i}} \int_{Z \times D} v_i(t_i, t_{-i}, (z, c)) \varphi(d(z, c) \mid t_i, t_{-i}) q_i(d t_{-i} \mid t_i) \geq \int_{T_{-i}} \int_{Z \times D} v_i(t_i, t_{-i}, (z, c)) \varphi(d(z, c) \mid t'_i, t_{-i}) q_i(d t_{-i} \mid t_i),
\]

(19)

for all \( t_i \in T_i \setminus C_i \) and all \( t'_i \in T_i \).

A multiple unit auction mechanism \( \varphi(\cdot) \in M(T, P(Z \times D)) \) is interim individually rational (i.e., is contained in the set \( A \)) if there are \( h \) sets \( Q_1, \ldots, Q_{i-1}, Q_{i+1}, \ldots, Q_h \), with \( Q_j \subseteq \Sigma_j \) and \( \mu_j(Q_j) = 0 \), such that for each buyer \( i = 1, 2, \ldots, h \),

\[
\int_{T_{-i}} \int_{Z \times D} v_i(t_i, t_{-i}, (z, c)) \varphi(d(z, c) \mid t_i, t_{-i}) q_i(d t_{-i} \mid t_i) \geq r_i(t_i),
\]

(20)

for all \( t_i \in T_i \setminus Q_i \).

We shall assume that for auction outcome \( (m, 0, \ldots, 0, c_1, \ldots, c_h) \) in which the seller keeps all units of the good and the \( i \)th buyer pays a positive amount \( c_i \), \( (c_1, \ldots, c_h) \in D(t) \) for all \( t \) and

\[
\int_{T_{-i}} v_i(t_i, t_{-i}, (m, 0, \ldots, 0, c_1, \ldots, c_h)) q_i(d t_{-i} \mid t_i) \leq r_i(t_i)
\]

for all \( t_i \in T_i \).

Thus, \( F(t) \) is nonempty for all \( t \) and Assumption 5(2) is satisfied. We shall also assume that there is a probability measure \( \varphi'' \in P(Z \times D) \) such that \( \varphi'' \in K(t) \) a.e.\([\mu] \) and for each buyer \( i = 1, 2, \ldots, h \),

\[
\int_{T_{-i}} \int_{Z \times D} v_i(t_i, t_{-i}, (z, c)) \varphi''(d(z, c)) q_i(d t_{-i} \mid t_i) \geq r_i(t_i) \text{ a.e.}[\mu].
\]
Thus, Assumption 5(1) holds.

The buyer's underlying utility functions $u_i(\cdot, \cdot, \cdot) : T \times Z \times D \to R$ can take several different forms. For example, we might suppose that

$$u_i(t, (z, c)) = p_i(t, z_i) - c_i,$$

where $p_i(t, z_i)$ is the value to the $i$th buyer of $z_i$ units of the good given information $t$ and $c_i$ is the total amount the $i$th buyer must pay to the seller to obtain $z_i$ units. Specializing further, we might assume that

$$u_i(t, (z, c)) = \zeta_i(t) \cdot z_i - c_i,$$

where $\zeta_i(t)$ is the per unit value of the good to the $i$th buyer given information $t$.

To complete our description of the multiple unit auction let $\tau(\cdot, \cdot, \cdot) : T \times Z \times D \to R$ be the seller's utility function over type profiles and auction outcomes. We will assume that

(a) $\tau(t, \cdot, \cdot)$ is upper semicontinuous on $Z \times D$ for each $t \in T$,
(b) $\tau(\cdot, \cdot, \cdot)$ is $\Sigma \times B(Z) \times B(D)$-measurable, and
(c) there exists a $p_0$-integrable function $\psi_0(\cdot) : T \to R$ such that $\tau(t, (z, c)) \leq \psi_0(t)$ for all $(t, (z, c)) \in T \times Z \times D$.

Given choice $\varphi \in P(Z \times D)$, the seller's (expected) utility is given by

$$u(t, \varphi) = \int_{Z \times D} \tau(t, (z, c)) \varphi(d(z, c)). \quad (21)$$

For each $t \in T$, $\varphi \mapsto u(t, \varphi)$ is upper semicontinuous on $P(Z \times D)$ with respect to the narrow topology (Nowak (1984), Lemma 1.5). Moreover, $(t, \varphi) \mapsto u(t, \varphi)$ is $\Sigma \times B(P(Z \times D))$-measurable (Nowak (1984), Lemma 1.6). Given these observations and the fact that the seller's utility function, $\tau(\cdot, \cdot, \cdot)$, satisfies assumptions (a)-(c) above, it is easy to verify that the seller's expected utility function $u(\cdot, \cdot) : T \times P(Z \times D) \to R$ given in (21) satisfies Assumption 6.

Under auction mechanism $\varphi(\cdot) \in \Gamma \cap B \cap \Lambda$ the seller's expected utility is

$$\int_T u(t, \varphi(t)) p_0(dt). \quad (22)$$
The seller's underlying utility function \( \pi(\cdot, \cdot): \mathbb{T} \times \mathbb{Z} \times \mathbb{D} \to \mathbb{R} \) can also take several different forms. For example, we might suppose that
\[
\pi(t, (z, c)) = \rho_0(t, z_0) + \sum_{i=1}^{h} (c_i - h_i(t, z_i)),
\]
where \( \rho_0(t, z_0) \) is the value to seller of \( z_0 \) units of the good (not sold at auction - but kept by the seller) given information \( t \), \( (c_i - h_i(t, z_i)) \) is the profit earned by the seller from the sale of \( z_i \) units of the good to the \( i \)th buyer at a price of \( c_i \) given information \( t \), and \( \sum_{i=1}^{h} (c_i - h_i(t, z_i)) \) is the total profit earned by the seller from the sale of \( \sum_{i=1}^{h} z_i \) units to the buyers. Here the function \( h_i(t, z_i) \) can be interpreted as the cost to the seller of supplying \( z_i \) units of the good to the \( i \)th buyer given information \( t \).

It is easy to see that the seller's multiple unit auction problem is a version of the leader's problem \((4)\). Moreover, because our multiple unit auction model satisfies Assumptions 1-6, it follows directly from Theorem 1 that the seller's problem has a solution.

**Corollary 2 (Existence of an Optimal Multiple Unit Auction Mechanism)**
Given the multiple unit auction model above, there exists an auction mechanism \( \phi^*(\cdot) \in \Gamma \cap B \cap \Lambda \) solving the seller's problem
\[
\max_{\phi(\cdot) \in \Gamma \cap B \cap \Lambda} \int_{\mathbb{T} \times \mathbb{Z} \times \mathbb{D}} \pi(t, (z, c)) \phi(d(z, c) | t) \rho_0(dt).
\]

**Single Unit Auctions with Risk Averse Players: A Special Case**
The multiple unit auction model above can easily be specialized to the single unit case. Keeping all elements in the model above the same and letting \( m = 1 \) (recall \( m \) is the total number of units the seller puts up for auction) we obtain a single unit auction model with risk averse players satisfying Assumptions 1-6. Existence for the single unit case with risk aversion then follows immediately from Corollary 2. Note that with \( m = 1 \) the set \( Q \) becomes \( Q = \{0, 1\} \) and a typical feasible auction outcome has the form
\[
(z, c) = (0, \ldots, 0, 1, 0, \ldots, 0, c_1, c_2, \ldots, c_h),
\]
where the 1 in the \( i \)th component indicates that player \( i \) (for \( i = 0, 1, \ldots, h \)) has won the auction and therefore receives the single unit being auctioned off.
3.3 Bayesian Contract Auctions

Now we consider the problem faced by a principal seeking to choose, via a contract auction, an agent or contractor from among \( h \) competing agents to carry out a particular project.

We begin by assuming that each player's probability beliefs concerning type profiles satisfies Assumption 1.

Working backward we first analyze the winning agent's action choice problem (i.e., the moral hazard stage). Let \( A \) be a compact metric space of actions available to agents and let \( \Phi \) be a compact metric space of contracts available to the principal. For each agent \( i = 1, 2, \ldots, h \), let \( \nu_i(t_i, s, a) : T_i \times \Phi \times A \to \mathbb{R} \) be the \( i \)-th agent's utility defined over types \( T_i \), contracts \( \Phi \), and actions \( A \). Note that here the \( i \)-th agent's utility depends only on his own type and not on the types of others. Finally for \( i = 1, 2, \ldots, h \) let \( A_i(\cdot) : T_i \to 2^A \) be a set-valued mapping specifying for agent \( i \) the set of actions available to the agent depending on his type. We shall assume that

(a) \( \nu_i(t_i, \cdot, \cdot) \) is continuous on \( \Phi \times A \) for each \( t_i \in T_i \),
(b) \( \nu_i(\cdot, s, a) \) is \( \Sigma_i \)-measurable on \( T_i \) for each contract/action pair \( (s, a) \in \Phi \times A \), and
(c) \( A_i(\cdot) \) is \( \Sigma_i \)-measurable.

Suppose now that the \( i \)-th agent wins the auction and is awarded contract \( s \in \Phi \). If the \( i \)-th agent is type \( t_i \in T_i \), he will choose an action from the feasible set \( A_i(t_i) \) so as to solve the problem

\[
\max_{a \in A_i(t_i)} \nu_i(t_i, s, a).
\]

Let

\[
\nu_i\star(t_i, s) := \max_{a \in A_i(t_i)} \nu_i(t_i, s, a).
\]

The quantity \( \nu_i\star(t_i, s) \) is a \( t_i \)-th agent's optimal expected utility under contract \( s \in \Phi \). The function \( \nu_i\star(\cdot, \cdot) \) is \( \Sigma_i \times \mathcal{B}(\Phi) \)-measurable on \( T_i \times \Phi \) (see Schal (1974)), and \( \nu_i\star(t_i, \cdot) \) is continuous on \( \Phi \) for \( t_i \in T_i \) (see Berge (1963)). Here \( \mathcal{B}(\Phi) \) is the Borel \( \sigma \)-field in the compact metric space of contracts \( \Phi \).

The \( i \)-th agent's reaction correspondence given by

\[
A_i\star(t_i, s) := \{ a \in A_i(t_i) : \nu_i(t_i, s, a) \geq \nu_i\star(t_i, s) \}.
\]
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By Lemma 1.10 of Nowak (1984), $A_i^*(\cdot) \in \Sigma \times B(\Phi)$-measurable on $T_i \times \Phi$ and by
Theorem 1 of Robinson and Day (1974), $A_i^*(t_i, \cdot)$ is upper semicontinuous on $\Phi$ for
$t_i \in T_i$.

Suppose now that type profile $t$ is reported by agents and that agent $i$ wins the
auction, is type $t_i$, and is awarded contract $s$. The principal's next problem then is to
request that the winning agent take an action from the set $A_i^*(t_i, s)$ that is in the principal's
best interest. Thus, the principal's problem is to solve

$$\max_{a \in A_i^*(t_i, s)} \pi(t, s, a).$$

(27)

Note that any action request by the principal from the set $A_i^*(t_i, s)$ is incentive compatible
provided the winning agent is type $t_i$ and contract $s$ is awarded.

We shall assume that the principal's utility function $\pi(\cdot, \cdot, \cdot): T \times \Phi \times A \to R$ is
such that

(a) $\pi(\cdot, \cdot, \cdot)$ is upper semicontinuous on $\Phi \times A$ for each $t \in T$,
(b) $\pi(\cdot, \cdot, \cdot)$ is $\Sigma \times B(\Phi) \times B(A)$-measurable, and
(c) there exists a $p_0$-integrable function $\psi(t, \cdot, \cdot): T \to R$ such that
$\pi(t, s, a) \leq \psi(t)$ for all $(t, s, a) \in T \times \Phi \times A$.

Now let

$$\pi^*(t_i, (i, s)) = \max_{a \in A_i^*(t_i, s)} \pi(t, s, a).$$

(28)

Thus $\pi^*(t_i, (i, s))$ is the principal's optimal utility if agent $i$ wins the auction, is awarded
contract $s$, and takes the action in $A_i^*(t_i, s)$ requested by the principal.

In order to take into account the possibility that no contracting occurs (i.e., that no
agent wins the auction), we must extend the definition of the principal's utility function. To
begin let

$$g_0^*(t, (j, s)) = \pi^*(t, (j, s))(1 - \eta_0(j)) + g_0(t)\eta_0(j),$$

(29)

where

$$\eta_0(j) = \begin{cases} 1 & \text{if } j = 0 \\ 0 & \text{if } j \neq 0. \end{cases}$$
Given truthfully reported types \( t \), if agent \( j \) wins the auction \(( j \neq 0)\) and is awarded contract \( \mathcal{S} \), the principal's utility is given by 
\[
g_0^*(t,(j,s)) = \pi^*(t,(j,s)) \] 
and if no contracting occurs \(( j = 0)\), the principal's utility is given by 
\[
g_0^*(t,(j,s)) = g_0(t). \]
We shall assume that 
\[
g_0(\cdot): \mathcal{T} \to \mathbb{R} \] 
is \( \Sigma \)-measurable and bounded from above by some \( p_0 \)-integrable function.
Thus, the principal's utility function \( g_0^*(\cdot,\cdot,\cdot): \mathcal{T} \times \mathcal{I} \times \Phi \to \mathbb{R} \) is such that

(a) \( g_0^*(\cdot,\cdot,\cdot) \) is upper semicontinuous on \( \mathcal{I} \times \Phi \) for each \( t \in \mathcal{T} \),
(b) \( g_0^*(\cdot,\cdot,\cdot) \) is \( \Sigma \times \mathcal{B}(\mathcal{I}) \times \mathcal{B}(\Phi) \)-measurable, and
(c) \( g_0^*(\cdot,\cdot,\cdot) \) is bounded from above on \( \mathcal{T} \times \mathcal{I} \times \Phi \) by some \( p_0 \)-integrable function.

In order to take into account the possibility that the \( i \)-th agent loses the auction, we must also extend the definition of agents' utility functions. For agent \( i = 1,\ldots,h \), let

\[
g_i^*(t_i,(j,s)) = \nu_i^*(t_i,s) \eta_i(j) + g_i(t_i)(1 - \eta_i(j)), \tag{30} \]

where
\[
\eta_i(j) = \begin{cases} 
1 & \text{if } j = i \\
0 & \text{if } j \neq i.
\end{cases}
\]

Given that agent \( i \) is type \( t_i \), if agent \( i \) wins the auction \(( j = i)\) and is awarded contract \( s \), agent \( i \)'s utility is given by 
\[
g_i^*(t_i,(j,s)) = \nu_i^*(t_i,s), \]
and if agent \( i \) loses the auction \(( j \neq i)\), agent \( i \)'s utility is given by 
\[
g_i^*(t_i,(j,s)) = g_i(t_i). \]
Note that for \( i = 1,\ldots,h \), the utility function \( g_i^*(\cdot,\cdot,\cdot): \mathcal{T}_i \times \mathcal{I} \times \Phi \to \mathbb{R} \) is such that

\[
g_i^*(t_i,\cdot,\cdot) \] 
is continuous on \( \mathcal{I} \times \Phi \) for each \( t_i \in \mathcal{T}_i \)
(recall that \( \mathcal{I} = \{0,1,\ldots,h\} \)).

For each agent \( i = 1,\ldots,h \), we shall assume that

\[
g_i(t_i) \leq r_i(t_i) \] 
for all \( t_i \in \mathcal{T}_i \),

where \( r_i(\cdot): \mathcal{T}_i \to \mathbb{R} \) is the \( i \)-th agent's interim reservation utility function. Thus if agent \( i \) loses the auction, his utility level is at most his interim utility level.
For each type profile \( t \in T \), let

\[
F(t) = \{(j, s) \in I \times \Phi : j = 1, ..., h \text{ and } v^*_j(t_j, s) \geq e_j(t_j)\} \cup \{(0, s) : s \in \Phi\}. \tag{31}
\]

Here, \( e_j(\cdot) : T_j \to R \) is the jth agent's ex post reservation utility function, and \( v^*_j(t_j, s) \) is the jth agent's optimal level of utility under contract \( s \) given type \( t_j \) (see expression (25)). If agent \( j' \) wins the auction and is awarded contract \( s' \) and if

\[
(j', s') \in \{(j, s) \in I \times \Phi : j = 1, ..., h \text{ and } v^*_j(t_j, s) \geq e_j(t_j)\}
\]

then agent \( j' \) will be able to achieve his reservation utility level under the awarded contract \( s' \) via an optimal action choice from \( A_i(t_i) \). Thus from the perspective of the winning agent \( j' \) auction outcome \( (j', s') \) is ex post rational - that is, under contract \( s' \) it is rational for agent \( j' \) to enter into the contract with the principal. Alternatively if the auction outcome is \( (0, s'') \) for some \( s'' \in \Phi \) then no agent is selected and hence no contracting occurs. The set \( F(t) \) is the feasible set of auction outcomes given truthfully reported types \( t \). Moreover, for each \( t \), \( F(t) \) is a closed subset of the compact metric space \( I \times \Phi \) of player/contract pairs. This follows from the definition of \( F(t) \) and the fact that for each \( t \in T \) the function \( (j, s) \to v^*_j(t_j, s) \) is continuous on \( \{1, 2, ..., h\} \times \Phi \) and the function \( j \to r_j(t_j) \) is continuous on \( \{1, 2, ..., h\} \).

We are now in a position to define the choice set \( K \) and the feasible choice correspondence, \( K(\cdot) : T \to 2^K \) corresponding to the contract auction. To begin, let \( P(I \times \Phi) \) denote the set of all probability measures defined on the product \( \sigma \)-field \( \mathcal{B}(I) \times \mathcal{B}(\Phi) \) of the compact metric space \( I \times \Phi \) of auction outcomes (i.e., player/contract pairs). Here, \( \mathcal{B}(\Phi) \) denotes the Borel \( \sigma \)-field generated by the metric on the contract space \( \Phi \) and \( \mathcal{B}(I) \) denotes the \( \sigma \)-field consisting of all subsets of the finite set \( I \). Also let the set of choices \( K \) be given by \( P(I \times \Phi) \). Here the space \( E \) is taken to be the set of all bounded signed measures on \( I \times \Phi \) equipped with the narrow topology. The set of choices \( K = P(I \times \Phi) \) is clearly convex. By III.60 in Dellacherie and Meyer (1978), \( K = P(I \times \Phi) \) satisfies Assumption 2. Denote by \( \varphi \) a typical element of the choice set \( P(I \times \Phi) \) and by \( \varphi(\cdot) \) or \( \varphi(d(j, s)|\cdot) \) a typical element of the set of auction (revelation) mechanisms \( M(T, P(I \times \Phi)) \).
Now let the feasible choice correspondence, \( K(\cdot): T \to 2^K \) be given by

\[
K(t) := \{ \varphi \in \mathcal{P}(I \times \Phi) : \varphi(F(t)) = 1 \}. \tag{32}
\]

Given type profile \( t \), probability measure \( \varphi \in K(t) \) assigns probability 1 to the set of player/contract pairs \( F(t) \). For each \( t \), \( K(t) \) is convex. Since each \( F(t) \) is compact it follows from III.58 and III.60 in Dellacherie and Meyer (1978) that the feasible choice correspondence \( K(\cdot): T \to 2^K \) defined via (32) above satisfies Assumption 3. The feasible set of auction mechanisms (i.e., the set of ex post individually rational auction mechanisms) is then given by

\[
\Gamma = \{ \varphi(\cdot) \in M(T, \mathcal{P}(I \times \Phi)) : \varphi(t) \in K(t) \text{ a.e.} [\mu] \}. \tag{33}
\]

Given choice \( \varphi \in \mathcal{P}(I \times \Phi) \), the \( i \)-th agent's (expected) utility is given by

\[
v_i(t_i, \varphi) = \int_{I \times \Phi} g_i^*(t_i, (j, s)) \varphi(d(j, s)). \tag{34}
\]

Repeating arguments similar to those given after expression (17) above (defining buyers' expected utilities in the multiple unit auction case), we conclude that each agent's expected utility function \( v_i(\cdot) : T_i \times \mathcal{P}(I \times \Phi) \to \mathbb{R} \) given in (34) satisfies Assumption 4.

Under auction mechanism \( \varphi(\cdot) \in M(T, \mathcal{P}(I \times \Phi)) \) the \( i \)-th agent's interim expected utility given true type \( t_i \in T_i \) and reported type \( t_i' \in T_i \) is

\[
\int_{T_{-i}} v_i(t_i, \varphi(t_i'_{-i}, t_{-i})) q_i(dt_{-i} | t_i). \tag{35}
\]

A contract auction mechanism \( \varphi(\cdot) \in M(T, \mathcal{P}(I \times \Phi)) \) is Bayesian incentive compatible (i.e., is contained in the set \( B \)), if there are \( h \) sets \( C_1, \ldots, C_h, \ldots, C_h \), with \( C_i \subseteq \Sigma_i \) and \( \mu_i(C_i) = 0 \), such that for each buyer \( i = 1, 2, \ldots, h, \)

\[
\int_{T_{-i}} \int_{I \times \Phi} g_i^*(t_i, (j, s)) \varphi(d(j, s) | t_i, t_{-i}) q_i(dt_{-i} | t_i) \geq \int_{T_{-i}} \int_{I \times \Phi} g_i^*(t_i, (j, s)) \varphi(d(j, s) | t_i', t_{-i}) q_i(dt_{-i} | t_i), \tag{36}
\]

for all \( t_i \in T_i \setminus C_i \) and all \( t_i' \in T_i \).
A contract auction mechanism \( \phi(\cdot) \in M(T, P(I \times \Phi)) \) is interim individually rational (i.e., is contained in the set \( \Lambda \)) if there are \( h \) sets \( Q_1, \ldots, Q_h \), with \( Q_i \in \Sigma_i \) and \( \mu_i(Q_i) = 0 \), such that for each buyer \( i = 1, 2, \ldots, h \),

\[
\int_{T_{t-i}} \int_{I \times \Phi} g_i^*(t_{i, (j,s)}) \varphi(d(j,s) | t_{t-i}, t_{-i}) q_i(d_{t-i} | t_i) \geq r_i(t_i),
\]

for all \( t_i \in T_i \setminus Q_i \). As before \( r_i(\cdot) : T_i \to R \) is the ith agent's interim reservation utility function.

Now consider the auction mechanism \( \bar{\phi}(\cdot) \) that selects the principal (and hence selects no contracting) with probability 1 for all reported types. Thus, under mechanism \( \bar{\phi}(\cdot) \), \( \bar{\phi}((0,s) : s \in \Phi) | t \) = 1 for all \( t \). Given the definition of the ith agent's utility function (see (30)), we have

\[
\int_{T_{t-i}} \int_{I \times \Phi} g_i^*(t_{i, (j,s)}) \varphi(d(j,s) | t_{t-i}, t_{-i}) q_i(d_{t-i} | t_i) = g_i(t_{i, (j,s)}) \text{ for all } t_i \in T_i.
\]

By assumption \( g_i(t_{i, (j,s)}) \leq r_i(t_i) \) for all \( t_i \in T_i \). Thus, we have

\[
\int_{T_{t-i}} \int_{I \times \Phi} g_i^*(t_{i, (j,s)}) \varphi(d(j,s) | t_{t-i}, t_{-i}) q_i(d_{t-i} | t_i) \leq r_i(t_i) \text{ for all } t_i \in T_i.
\]

and thus, our contract auction model satisfies Assumption 5(2). We shall also assume that there is a probability measure \( \varphi'' \in P(I \times \Phi) \) such that \( \varphi'' \in K(t) \) a.e.\([\mu]\) and for each agent \( i = 1, 2, \ldots, h \),

\[
\int_{T_{t-i}} \int_{I \times \Phi} g_i^*(t_{i, (j,s)}) \varphi''(d(j,s)) q_i(d_{t-i} | t_i) \geq r_i(t_i) \text{ a.e.}[\mu_i].
\]

Thus, Assumption 5(1) holds.

To complete our description of the contract auction model, observe that given choice \( \phi \in P(I \times \Phi) \), the principal's (expected) utility is given by

\[
u(t, \phi) = \int_{I \times \Phi} g_0(t_{i, (j,s)}) \varphi(d(j,s)).
\]
Repeating arguments similar to those given after expression (21) above (defining the seller’s expected utility in the multiple unit auction case), we conclude that the principal’s expected utility function \( u(\cdot, \cdot) : T \times P(I \times \Phi) \rightarrow \mathbb{R} \) given in (38) satisfies Assumption 6.

Under contract auction mechanism \( \phi(\cdot) \in \Gamma \cap B \cap \Lambda \) the principal’s expected utility is

\[
\int_{T} u(t, \phi(t)) p_0(dt).
\] (39)

As is true in the case of the multiple unit auction, it is easy to see that the principal’s contract auction problem is a version of the leader’s problem (4). Moreover, because our contract auction model satisfies Assumptions 1-6, it follows directly from Theorem 1 that the principal’s problem has a solution.

**Corollary 3 (Existence of an Optimal Contract Auction Mechanism)**

Given the contract auction model above, there exists an auction mechanism \( \phi^* (\cdot) \in \Gamma \cap B \cap \Lambda \) solving the principal’s problem

\[
\max_{\phi(\cdot) \in \Gamma \cap B \cap \Lambda} \int_{T} \int_{I \times \Phi} g^0(t, (j, s)) \phi(d(j, s) | t) p_0(dt).
\] (40)

### 4. Proof of the Main Existence Result

Given the nature of the Bayesian incentive compatibility constraints, the proof of Theorem 1 is nonstandard. The proof given here rests on a new result showing that the feasible set of interim individually rational and Bayesian incentive compatible revelation mechanisms is K-compact (Theorem 2, below). As discussed in the introduction, this result refines and extends Theorem 4.1 in Page (1992). As in the proof of Theorem 4.1, the proof of Theorem 2 given here utilizes the notions of K-convergence and K-compactness, as well as the abstract Komlos Theorem due to Balder (1996, Theorem 4.1(i) - also see Theorem 2.1 in Balder (1990)). The proof of Theorem 2 also avoids a minor error in the proof of Theorem 4.1 in Page (1992).\(^{10}\) We begin with the definitions K-convergence and relative K-compactness and then proceed to a statement of Balder’s (1996) Theorem 4.1(i) (with the notation and numbering of the assumptions modified to fit the notation and numbering of assumptions given here).

Let \((T, \Sigma)\) be a type space equipped with a \(\sigma\)-finite measure \(\mu\).

---

\(^{10}\)The basic steps in the proofs of Theorem 2 and Theorem 4.1 in Page (1992) are similar. However, because a minor error in the proof of Theorem 4.1 is avoided here in the proof of Theorem 2, the steps in the proof of Theorem 2 do not match precisely the steps in the proof of Theorem 4.1.
Definition 4.1 (K-convergence)
A sequence of mechanisms \( \{f_n(\cdot)\}_n \subset M(T, K) \) is said to K-converge \([\mu]\) to a K-limit \( \hat{f}(\cdot) \in M(T, K) \) if for each subsequence \( \{f_{n_k}(\cdot)\}_k \) there is a \( \mu \)-null set \( N \in \Sigma \) (i.e., \( \mu(N) = 0 \)) such that
\[
\lim_{m \to \infty} \frac{1}{m} \sum_{k=1}^{m} f_{n_k}(t) = \hat{f}(t) \quad \text{for all } t \in T \setminus N.
\]

Definition 4.2 (Relative K-compactness)
A subset \( \Psi \subset M(T, K) \) is said to be relatively K-compact \([\mu]\) if every sequence in \( \Psi \) contains a subsequence K-converging \([\mu]\) to some mechanism \( \hat{f}(\cdot) \in M(T, K) \).

A subset \( \Psi \subset M(T, K) \) is said to be K-compact \([\mu]\) if every sequence in \( \Psi \) contains a subsequence K-converging \([\mu]\) to some mechanism \( \hat{f}(\cdot) \in \Psi \).

Balder/Komlos Theorem (K-compactness of \( \Gamma \))
Let \( \{f_n(\cdot)\}_n \) be a sequence of revelation mechanisms in \( \Gamma \). Under Assumptions 2 and 3 there exists a subsequence \( \{f_{n_k}(\cdot)\}_k \) and a mechanism \( \hat{f}(\cdot) \in \Gamma \) such that\(^{11}\)
\[
\lim_{m \to \infty} \frac{1}{m} \sum_{k=1}^{m} f_{n_k}(t) = \hat{f}(t) \quad \text{a.e.}[\mu].
\]

In Theorem 2 we show that given type space \((T, \Sigma, \mu)\) with \( \mu \) \(\sigma\)-finite, under Assumptions 1-4 and Assumption 5(2) the set of feasible, Bayesian incentive compatible, and interim individually rational mechanisms \( \Gamma \cap B \cap \Lambda \) is K-compact \([\mu]\).

Theorem 2 (K-compactness of \( \Gamma \cap B \cap \Lambda \))
Let \( \{f_n(\cdot)\}_n \) be a sequence of revelation mechanisms in \( \Gamma \cap B \cap \Lambda \). Under Assumptions 1-4 and Assumption 5(2) there exists a subsequence \( \{f_{n_k}(\cdot)\}_k \) and a mechanism \( f(\cdot)^* \in \Gamma \cap B \cap \Lambda \) such that
\[
\lim_{m \to \infty} \frac{1}{m} \sum_{k=1}^{m} f_{n_k}(t) = f(\cdot)^* \quad \text{a.e.}[\mu].
\]

\(^{11}\)This pointwise convergence of averages continues to hold with the same \( \hat{f}(\cdot) \) but with varying \( \mu \)-null sets for every further subsequence of \( \{f_{n_k}(\cdot)\}_k \).
Proof of Theorem 2

First note that $\Gamma \cap B \cap \Lambda$ is convex. The convexity of $\Gamma$ follows from Assumptions 2 and 3. The convexity of $B \cap \Lambda$ follows from Assumption 4 and in particular from the affinity of $v_i(t, \cdot)$ on $K(t)$ for each $i$ and $t$.

Let $\{f_n(\cdot)\}_n$ be a sequence of mechanisms in $\Gamma \cap B \cap \Lambda$. By the Balder/Komlos Theorem we can assume without loss of generality that for some $\mu$-null set $N \in \Sigma$ (i.e., $\mu(N) = 0$),

$$\lim_{n \to \infty} f_n^*(t) = \hat{f}(t) \text{ for all } t \in T \setminus N,$$

where $\hat{f}(\cdot) \in \Gamma$ and where for all $n$

$$f_n^*(\cdot) = \frac{1}{n} f_1(\cdot) + \cdots + f_n(\cdot). \tag{42}$$

We will show that there exists a mechanism $f^*(\cdot)$ with $f^*(t) = \hat{f}(t)$ a.e.$[\mu]$ such that $f^*(\cdot) \in \Gamma \cap B \cap \Lambda$. To begin, let

$$N(t_i) = \{t_{-i} \in T_{-i} : (t_i, t_{-i}) \in N\}. \tag{43}$$

For each $i$, we have (see Ash (1972), section 2.6)

$$\mu(N) = \int_{T_i} \mu_{-i}(N(t_i)) \mu_i(dt_i) = 0, \tag{44}$$

so that for some $N_i \in \Sigma_i$ with $\mu_i(N_i) = 0$,

$$\mu_{-i}(N(t_i)) = 0 \text{ for all } t_i \in T_i \setminus N_i. \tag{45}$$

Now define

$$h(t) = \begin{cases} 1 & \text{if } t \in \cup_i N_i \times T_i, \\ 0 & \text{if } t \in T \setminus \bigcup_i N_i \times T_i \end{cases} \tag{46}$$

and consider the auction mechanism

$$f^*(t) = \hat{f}(t) \cdot (1 - h(t)) + \tilde{f} \cdot h(t), \tag{47}$$

where $\tilde{f} \in K$ is the "penalty" choice given in Assumption 5(2).
Since \( h(\cdot) \) is \( \Sigma \)-measurable, \( f^*(\cdot) \in M(T,K) \). Moreover, since \( f^*(t) = \tilde{f}(t) \) for all \( t \in T \setminus (\cup_i N_i \times T_{-i}) \), where \( \mu(\bigcup_{i=1}^h (N_i \times T_{-i})) = 0 \), \( f^*(t) = \tilde{f}(t) \) a.e. \( [\mu] \). Recall that the \( N_i \) are the \( \mu_i \)-null sets given in (44) and (45). Thus \( f^*(\cdot) \) is contained in \( \Gamma \) and \( f^*(\cdot) \) is a K-limit (with respect to the dominating measure \( \mu \)) of the sequence \( \{f_n(\cdot)\}_n \).

From the definition of \( f^*(\cdot) \) (see (46) and (47)), it follows that if \( t \in T \) is such that for some follower \( i \), \( t = (t_i,t_{-i}) \in N_i \times T_{-i} \), then \( h(t) = h(t_i,t_{-i}) = 1 \) and \( f^*(t) = \tilde{f} \) (i.e., the mechanism chooses the penalty \( \tilde{f} \)). Note also that because \( t_i \in N_i \) implies that \( \mu_{-i}(N(t_i)) > 0 \) (see (44) and (45)), \( f^n(t_i,t_{-i}) \) may fail to converge to \( \tilde{f}(t_i,t_{-i}) \). Thus, \( \{f_n(\cdot)\}_n \) may fail to K-converge to \( \tilde{f}(\cdot) \) for \( t \in \cup_i N_i \times T_{-i} \).

Now fix \( t_i \in T_i \) and let

\[
T_{-i} \in T_{-i} \setminus \{(\cup_j, j \neq i) N_j \times T_{-i,j} \cup N(t_j)\},
\]

where

\[
N_{j \times T_{-i,j}} = T_1 \times \cdots \times T_{i-1} \times T_{i+1} \times \cdots \times T_{j-1} \times N_j \times T_{j+1} \times \cdots \times T_h.
\]

From the perspective of follower \( i \), \( T_{-i} \setminus \{(\cup_j, j \neq i) N_j \times T_{-i,j} \cup N(t_j)\} \) is the set of other follower type profiles \( t_{-i} \) such that no other follower has type \( t_j \in N_j \ (j \neq i) \) triggering the penalty choice and such that no type profile \( t_{-i} \) causes a failure of K-convergence (recall that K-convergence of the sequence \( \{f_n(\cdot)\}_n \) may fail to hold at \( (t_i,t_{-i}) \) if \( t_{-i} \in N(t_i) \), see (43)).

For \( i = 1, \ldots, h \) let \( C_{in} \cup Q_{in} \in \Sigma_i \) be the \( \mu_i \)-null set of \( i \)-th follower types where for types \( t_i \in C_{in} \cup Q_{in} \) interim individual rationality and/or Bayesian incentive compatibility may fail to hold for the \( i \)-th follower under the mechanism \( f_n(\cdot) \) (see (2) and (3)). Now let

\[
F_{i\infty} = [\cup_{n=1}^\infty (C_{in} \cup Q_{in})] \cup N_i,
\]

where again the sets \( N_i \) are the \( \mu_i \)-null sets given in (44) and (45). Note that \( \mu_i(F_{i\infty}) = 0 \) and for \( t_i \in T_i \setminus F_{i\infty} \), \( \mu_{-i}(N(t_i)) = 0 \). Observe also that if

\[
t_i \in T_i \setminus F_{i\infty} \subset T_i \setminus N_i
\]

and if

\[
t_{-i} \in T_{-i} \setminus \{(\cup_j, j \neq i) N_j \times T_{-i,j} \cup N(t_j)\},
\]
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then

\[(t_i, t_{-i}) \in T \setminus (\cup_{i=1}^{h} (N_i \times T_{-i})).\]

We can now conclude the following:

for \(i = 1, \ldots, h\), \(t_i \in T_i \setminus F_{i,\infty}\), and \(t_{-i} \in T_{-i} \setminus (\cup_{j \neq i} N_j \times T_{-i,j}) \cup N(t_i)\),

(a) \(f^*(t_i, t_{-i}) = \hat{f}(t_i, t_{-i})\).

(b) \(\lim_{n \to \infty} f^n(t_i, t_{-i}) = \hat{f}(t_i, t_{-i})\).

(c) \(q_i((\cup_{j \neq i} N_j \times T_{-i,j}) \cup N(t_i) \mid t_i) = 0\).

Conclusion (c) is an immediate consequence of Assumption 1(2) and the fact that for \(t_i \in T_i \setminus F_{i,\infty} \subset T_i \setminus N_i\), \(\mu_i((\cup_{j \neq i} N_j \times T_{-i,j}) \cup N(t_i)) = 0\).

It now follows from observations (b) and (c), Assumption 4 concerning followers' utility functions, and the Dominated Convergence Theorem (see Ash (1972)) that for \(i = 1, \ldots, h\) and \(t_i \in T_i \setminus F_{i,\infty}\)

\[
\lim_{n \to \infty} \int_{T_{-i}} v_i(t_i, t_{-i}, f^n(t_i, t_{-i}))q_i(dt_{-i} \mid t_i) = \int_{T_{-i}} v_i(t_i, t_{-i}, \hat{f}(t_i, t_{-i}))q_i(dt_{-i} \mid t_i).
\]

Given observations (a) and (c),

\[
\int_{T_{-i}} v_i(t_i, t_{-i}, \hat{f}(t_i, t_{-i}))q_i(dt_{-i} \mid t_i) = \int_{T_{-i}} v_i(t_i, t_{-i}, f^*(t_i, t_{-i}))q_i(dt_{-i} \mid t_i).
\]

(50)

Given the definition of the \(\mu_i\)-null set \(F_{i,\infty}\) (see (48)), the convexity of \(\Gamma \cap B \cap \Lambda\) and the fact that \(\{f_n(\cdot)\} \subset \Gamma \cap B \cap \Lambda\), we have for all \(n, i = 1, \ldots, h\), and \(t_i \in T_i \setminus F_{i,\infty}\)

\[
\int_{T_{-i}} v_i(t_i, t_{-i}, f^n(t_i, t_{-i}))q_i(dt_{-i} \mid t_i) \geq \tau_i(t_i).
\]

By (49) and (50) we have for all \(i = 1, \ldots, h\), and \(t_i \in T_i \setminus F_{i,\infty}\)
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Thus, $f^*(-\cdot) \in \Lambda$.

In order to show that $f^*(-\cdot) \in B$, we will show that for all $i = 1, \ldots, h$, and $t_i \in T_i \setminus F_{i\infty}$

$$\int_{T_i} v_i(t_i, t_{-i}, f^*(t_i, t_{-i}))q_i(dt_{-i} \mid t_i) \geq \int_{T_i} v_i(t_i, t_{-i}, f^*(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i)$$

for all $t'_i$ in $T_i$. (52)

There are two cases to consider.

Case 1: Follower $i$ is type $t_i \in T_i \setminus F_{i\infty}$ and reports his type as $t'_i \in N_i$ implying that $\mu_{-i}(N_i(t'_i)) > 0$.

Under case 1, $f^*(t'_i, t_{-i}) = \tilde{f}$ for all $t_{-i} \in T_{-i}$ (see (47)). Thus, on the right-hand-side of (52) we have

$$\int_{T_i} v_i(t_i, t_{-i}, f^*(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i) = \int_{T_i} v_i(t_i, t_{-i}, \tilde{f})q_i(dt_{-i} \mid t_i) \leq \eta_i(t_i).$$

The latter inequality holds by Assumption 5(2). Since $t_i \in T_i \setminus F_{i\infty}$, it follows from (51) above that inequality (52) holds for case 1.

Case 2: Follower $i$ is type $t_i \in T_i \setminus F_{i\infty}$ and reports his type as $t'_i \in T_i \setminus N_i$ implying that $\mu_{-i}(N_i(t'_i)) = 0$.

Under case 2, $f^*(t'_i, t_{-i}) = \tilde{f}(t'_i, t_{-i})$ for all $t_{-i} \in T_{-i} \setminus ((\bigcup_{j, j \neq i} N_j \times T_{-i,j}) \cup N(t'_i))$. More importantly since $\mu_{-i}(N_i(t'_i)) = 0$ we have $\mu_{-i}((\bigcup_{j, j \neq i} N_j \times T_{-i,j}) \cup N(t'_i)) = 0$. Thus by Assumption 1(2), $q_i((\bigcup_{j, j \neq i} N_j \times T_{-i,j}) \cup N(t'_i) \mid t_i) = 0$ for all $t_i \in T_i$ and in particular for $t_i \in T_i \setminus F_{i\infty}$. Finally given the definition of the set $N_i(t'_i)$ (again see (43)) we have for all $t_{-i} \in T_{-i} \setminus ((\bigcup_{j, j \neq i} N_j \times T_{-i,j}) \cup N(t'_i))$, $\lim_{n \to \infty} f^n(t'_i, t_{-i}) = \tilde{f}(t'_i, t_{-i})$. 32
Given these observations and Assumption 4 concerning followers' utility functions, it follows from the Dominated Convergence Theorem (see Ash (1972)) that

$$
\lim_{n \to \infty} \int_{T_{-i}} v_i(t_i, t_{-i}, f^n(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i) = \int_{T_{-i}} v_i(t_i, t_{-i}, \hat{f}(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i).
$$

Moreover,

$$
\int_{T_{-i}} v_i(t_i, t_{-i}, \hat{f}(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i) = \int_{T_{-i}} v_i(t_i, t_{-i}, f^*(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i).
$$

Since \( \{f^n(\cdot)\} \subset \Gamma \cap B \cap \Lambda \) and \( t_i \in T_i \setminus F_{\infty} \), by the above we have for each \( n \)

$$
\int_{T_{-i}} v_i(t_i, t_{-i}, f^n(t_i, t_{-i}))q_i(dt_{-i} \mid t_i) \geq \int_{T_{-i}} v_i(t_i, t_{-i}, f^*(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i).
$$

Taking limits on both sides of (55) it follows from (49)-(50), and (53)-(54) that

$$
\int_{T_{-i}} v_i(t_i, t_{-i}, f^*(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i) \geq \int_{T_{-i}} v_i(t_i, t_{-i}, f^*(t'_i, t_{-i}))q_i(dt_{-i} \mid t_i).
$$

Thus, inequality (52) holds for case 2.

Having established that inequality (52) holds cases 1 and 2, we conclude that \( f^*(\cdot) \in B \)

Q.E.D.

**Remark**

Because strategic misreporting by followers can cause a failure of K-convergence on a set of positive measure (i.e., \( \mu_{-i}(N(t'_i)) > 0 \)), the K-limit \( \hat{f}(\cdot) \) of a sequence \( \{f^n(\cdot)\}_n \) of Bayesian incentive compatible mechanisms is not necessarily Bayesian incentive compatible. In the proof above, we use the dominating measure \( \mu \) to identify mathematically inconvenient lies (or misreports) by followers and we use the penalty choice \( \tilde{f} \) to punish followers for such misreports. Following this line of reasoning we are able to construct a new mechanism \( f^*(\cdot) \) contained in the \( \mu \)-equivalence class determined by the K-limit \( \hat{f}(\cdot) \) and show that this mechanism is Bayesian incentive compatible.
Proof of Theorem 1

Let

\[ U^* = \sup_{f(\cdot) \in \Gamma \cap B \cap \Lambda} \int_{T} u(t, f(t))p_0(dt), \]

and let \( \{f_n(\cdot)\}_n \) be a sequence of revelation mechanisms in \( \Gamma \cap B \cap \Lambda \) such that

\[ \int_{T} u(t, f_n(t))p_0(dt) \to U^*. \]

By Theorem 2 we can assume without loss of generality that the sequence \( \{f_n(\cdot)\}_n \) K-converges to K-limit \( f^*(\cdot) \in \Gamma \cap B \cap \Lambda \). By Theorem 4.1(ii) in Balder (1996),

\[ \lim_n \int_{T} u(t, f_n(t))p_0(dt) = U^* \leq \int_{T} u(t, f^*(t))p_0(dt). \]

Since \( f^*(\cdot) \in \Gamma \cap B \cap \Lambda \), we have

\[ \int_{T} u(t, f^*(t))p_0(dt) = \max_{f(\cdot) \in \Gamma \cap B \cap \Lambda} \int_{T} u(t, f(t))p_0(dt). \]

Q.E.D.
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