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Abstract
This paper describes two experiments carried out in order to investigate the role of visuals in multimodal answer presentations for a medical question answering system. First, a production experiment was carried out to determine which modalities people choose to answer different types of questions. In this experiment, participants had to create (multimodal) presentations of answers to general medical questions. The collected answer presentations were coded on the presence of visual media (i.e., photos, graphics, and animations) and their function. The results indicated that participants presented the information in a multimodal way. Moreover, significant differences were found in the presentation of different answer and question types. Next, an evaluation experiment was conducted to investigate how users evaluate different types of multimodal answer presentations. In this second experiment, participants had to assess the informativity and attractiveness of answer presentations for different types of medical questions. These answer presentations, originating from the production experiment, were manipulated in their answer length (brief vs. extended) and their type of picture (illustrative vs. informative). After the participants had assessed the answer presentations, they received a post-test in which they had to indicate how much they had recalled from the presented answer presentations. The results showed that answer presentations with an informative picture were evaluated as more informative and more attractive than answer presentations with an illustrative picture. The results for the post-test tentatively indicated that learning from answer presentations with an informative picture leads to a better learning performance than learning from purely textual answer presentations.
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Introduction
In this paper, we describe ongoing work in the context of a medical question answering system created within the Dutch research programme IMIX. A question answering (QA) system is an automatic system that can answer a user’s question posed in natural language (e.g., “What is the capital of the Netherlands?”) with an answer formulated in natural language (e.g., “Amsterdam”). The IMIX QA system has been designed to help users find information they need in the medical domain and covers so-called “encyclopedic questions”. These are general medical questions of which the answers do not require expert medical knowledge.

In the medical domain several question types occur, such as definition questions and procedural questions, which require different types of answers. For example the answer to the definition question “What does RSI stand for?” would probably be a brief textual answer, like “RSI stands for Repetitive Strain Injury”. However, a text only answer may not be the best choice for every type of information. In some cases other modalities (e.g., pictures, film clips, etc.) or modality combinations (e.g., text and a picture) may be more suitable [1]. For example, the answer to the procedural question “How to organize a workspace in order to prevent RSI?” would probably be more informative if it contained a picture. Moreover, the length of the answer could also play an important role in the answer presentation. For example, the answer to the question “What does RSI stand for?” could be an extended one: “RSI stands for Repetitive Strain Injury. This disorder involves damage to muscles, tendons and nerves caused by overuse or misuse, and affects the hands, wrists, elbows, arms, shoulders, back, or neck”. This answer provides the user with relevant background information about the topic of the question. In addition, including informative text in the answer may allow the user to assess the answer’s accuracy in order to verify whether it is correct or not [2]. This raises the question how to determine for a given question, what the best
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Several researchers have tried to make an overview of
the characteristics of modalities, information types, and
and the matches between them. For example, Bernsen focused
on the features of modalities in his Modality Theory, i.e.,
“given any particular set of information which needs to
be exchanged between user and system during task
performance in context, identify the input/output
modalities, which, from the user’s point of view,
constitute an optimal solution to the representation and
exchange of that information” [13, p. 348]. He proposed a
taxonomy to define generic unimodalities consisting of
various features. Other researchers proposed taxonomies
of information types such as dynamic, static, conceptual,
concrete, spatial, and temporal in order to select the
appropriate modalities (e.g., [14], [15]).

Other research has been concerned with the so-called
“media allocation problem”: “How does a producer of a
presentation determine which information to allocate to
which medium, and how does a perceiver recognize the
function of each part as displayed in the presentation and
integrate them into a coherent whole?” [16, p. 280].
According to Arens et al. [16] the characteristics of the
media used are not the only features that play a role in
media allocation. The characteristics of the information to
be conveyed, the goals and characteristics of the producer,
and the characteristics of the perceiver and the
communicative situation are also important. In order to
create a multimodal information presentation, modalities
should be integrated dynamically based on a
communication theory as a whole (e.g., [16] - [19]).

In short, attempts have been made to generate optimal
multimodal information presentations resulting in several
guidelines, frameworks, and taxonomies. However, what
is needed in addition is gaining knowledge on when and
how people produce multimodal information
presentations and how other people evaluate such
presentations. To achieve this goal, we carried out two
experiments following the cognitive engineering approach
as used by Heiser et al. [20]. In this approach, people are
asked to produce information presentations (e.g., route
maps, assembly instruction, etc.), which are then rated by
other people. Based on the results, design principles are
identified and used to improve these information
presentations.

This paper describes two experiments carried out in
order to investigate the role of visuals in multimodal
answer presentations for a medical question answering
system. We first describe a production experiment that
focuses on which modalities users choose to answer
medical questions. Participants were instructed to create a
brief and an extended answer to different medical
question types (i.e., definition questions, like: “Where is
progesterone produced?” vs. procedural questions, like
“How is a SPECT scan made?”). Next, we describe an
evaluation experiment that concentrates on how users
evaluate different types of answer presentations. Participants were instructed to carefully study answer
presentations that were either unimodal (i.e., consisting of
text only) or multimodal (i.e., consisting of text and a
picture), and that were based on the answer presentations
collected in the production experiment. After the
participants had studied these answer presentations, they
had to assess them on their informativity and
attractiveness. Subsequently, the participants received a
post-test to determine how much of the information
presented in the answer presentations they could recall.

**Experiment I: Production**

**Participants**

One hundred and eleven students of Tilburg University
participated for course credits (65 female and 46 male,
between 19 and 33 years old). All participants were native
speakers of Dutch.

**Stimuli**

The participants were given one of four sets of eight
general medical questions for which the answers could be
found on the Internet. The participants had to give two
types of answers per question i.e., a brief answer and an
extended answer. Besides, different (combinations of)
modalities could be used to answer the questions. The
participants had to assess for themselves which
modalities users choose to answer medical questions. Participants were instructed to carefully study answer
presentations that were either unimodal (i.e., consisting of
text only) or multimodal (i.e., consisting of text and a
picture), and that were based on the answer presentations
collected in the production experiment. After the
participants had studied these answer presentations, they
had to assess them on their informativity and
attractiveness. Subsequently, the participants received a
post-test to determine how much of the information
presented in the answer presentations they could recall.
advance. Questions and answers had to be presented in a fixed format in PowerPoint™ with areas for the question (“vraag”) and the answer (“antwoord”). This programme was chosen because it has the possibility to insert pictures, film clips, and sound fragments in an answer presentation. All participants were familiar with PowerPoint™ and most of them used it on a monthly basis (51.4%).

Of the eight questions in each set, four were randomly chosen from one hundred medical questions formulated to test the IMIX QA system (e.g., “How many X chromosomes does a female body cell have?”). Of the remaining four questions, two were definition questions and two were procedural questions. Orthogonal to this, two questions referred explicitly or implicitly to body parts and two did not. These four question types were given to the participants in a random order. Examples of the questions were:

- Definition question referring to body parts: “Where is progesterone produced?” or “Where are red blood cells produced?”
- Definition question not referring to body parts: “What are the side effects of ibuprofen?” or “What are thrombolytic drugs?”
- Procedural question referring to body parts: “How to apply a sling to the left arm?” or “What should be done when having a nosebleed?”
- Procedural question not referring to body parts: “What happens when a myelogram is taken?” or “How is a SPECT scan made?”

**Coding system**

Each answer was coded on the following variables: the presence of photos, graphics, animations, and the function of these visual media related to the text of the answer. Our coding criteria for these variables are discussed below. To determine the reliability of the coding system, Cohen’s κ [21] was calculated.

**Photos.** We distinguished whether the answer contained no photo, one photo or several photos.

**Graphics.** We defined graphics as non-photographic, static depictions of concepts (e.g., diagrams, charts, and line drawings). We distinguished answers with no graphics, one graphic, or several graphics.

**Animations.** We defined animations as dynamic visuals possibly with sound (e.g., film clips and animated pictures). We distinguished answers without animations, with one animation, or several animations.

**Function of visual media.** We distinguished three functions of visuals in relation to text, loosely based on [3]:

- **Decorational function:** a visual medium has a decorational function if removing it from the answer presentation does not alter the informativity of the answer in any way. Figure 1 shows an example of answer presentations in which the visual medium has a decorational function. The example shows an answer to the question: “What are the side effects of a vaccination for diphtheria, whooping cough, tetanus, and polio?” The answer consists of a combination of text and a graphic. The text describes the side effects of the vaccination, while the graphic only shows a syringe. The graphic does not add any information to the answer. The example on the right shows an answer to the question: “How many X chromosomes does a female body cell have?” The answer consists of a combination of text and a graphic. In text the answer is given (i.e., a female body cell has two X chromosomes). The answer would not be less informative if the graphic was absent.

- **Representational function:** a visual medium has a representational function if removing it from the answer presentation does not alter the informativity of the answer, but its presence clarifies the text. Figure 2 shows two examples of answer presentations in which the visual medium has a representational function. The example on the left shows an answer to the question: “What types of colitis can be distinguished?” The answer consists of a combination of text and a graphic. The text describes the four types of colitis and their occurrence in the intestines. This information is visualized in the graphics. The example on the right shows an answer to the question: “How to apply a sling to the left arm?” The answer consists of three photos illustrating the procedure, which is described in more detail in the text on the right.

- **Informative function:** a visual medium has an informative function if removing it from the answer presentation decreases the informativity of the answer. If an answer consists only of a visual medium, it automatically has an informative function. Figure 3 shows two examples of answer presentations in which the visual medium has an informative function. The example on the left shows the answer to the question: “How to apply a sling to the left arm?” The answer consists of four graphics illustrating the procedure, which is described in more detail in the text on the right.

The answer consists of four graphics illustrating the procedure. The example on the right shows an answer to the question: “How can I strengthen my abdominal muscles?”
Figure 1. Examples of answer presentations with decorative visuals

Figure 2. Examples of answer presentations with representational visuals

Figure 3. Examples of answer presentations with informative visuals
The text describes some general information about abdominal exercises (i.e., an exercise program should be well balanced and train all abdominal muscles). The photos represent four exercises that can be done to strengthen the abdominal muscles.

Coding procedure

In total 1776 answers were collected (111 participants × 8 questions × 2 answers). However, one participant gave 15 answers resulting in one missing value. Thus, the coded corpus consisted of 1775 answers. The coding scheme was given to six analysts (the authors). The annotation was done in two steps. First, each analyst independently coded a part of the corpus to determine the adequacy of the coding scheme. Differences between the analysts were discussed, which resulted in some adjustments of the coding system. Subsequently, every analyst independently coded the same set of 112 answers. Second, every analyst independently coded a part of the total corpus (i.e., approximately 300 answers).

To compute agreement we used Cohen’s κ measure. Following standard practice, Cohen’s κ scores between .81 and 1.00 signify an almost perfect agreement, between .61 and .80 signify a substantial agreement, between .41 and .60 is a moderate agreement, and between .21 and .40 is a fair agreement [22]. It turned out that the analysts almost perfectly agreed in judging the occurrence of photos (κ = .81), graphics (κ = .83), and animations (κ = .92). Moreover, an almost perfect agreement was reached in assigning the function of the visual media (κ = .83).

Results

Descriptive statistics. Table 1 shows the frequencies of visual media (overall), photos, graphics, and animations in the complete corpus of coded answer presentations. Inspection of Table 1 reveals that almost one in four answers contained one or more visual media, of which graphics were most frequent and animations were least frequent. The presence of photos was between these two. In some answers several visual media occurred (i.e., photos, graphics, and animations). These instances were counted as one occurrence of visual media. Thus, the sum of the frequencies of photos, graphics, and animations in the corpus exceeded the frequency of the variable visual media.

Table 2 shows the frequencies of photos, graphics, and animations related to their function. Note that the answer presentations in which photos, graphics, or animations co-occurred are not shown in the table. Table 2 reveals that the distribution of photos related to their function differed significantly from chance ($\chi^2 (2) = 41.30, p< .001$). Most photos had a representational function. Also, there was an association between graphics and their function ($\chi^2 (2) = 38.09, p< .001$). Most graphics had a representational function. Finally, there was a relation between animations and the function of visual media ($\chi^2 (2) = 67.52, p< .001$). Most animations had an informative function.

Within the corpus of collected answer presentations different types of photos and graphics occurred. It turned out that some photos and graphics contained text and some did not. Therefore, a sub-analysis was done to investigate whether the distribution of the functions of visual media differed between photos with and without text and between graphics with and without text.

Table 1. Frequencies of visual media in the complete corpus of coded answers (n = 1775).

<table>
<thead>
<tr>
<th>Visual media</th>
<th>24.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photos</td>
<td>8.6</td>
</tr>
<tr>
<td>Graphics</td>
<td>14.9</td>
</tr>
<tr>
<td>Animations</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Table 2. Frequencies of photos, graphics, and animations related to their function (Scores are percentages of answers).

<table>
<thead>
<tr>
<th>Function of visual media</th>
<th>Decorational function</th>
<th>Representational function</th>
<th>Informative function</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photos (n = 152)</td>
<td>20.4</td>
<td>57.9</td>
<td>21.7</td>
<td>100.0</td>
</tr>
<tr>
<td>Graphics (n = 265)</td>
<td>15.8</td>
<td>45.3</td>
<td>38.9</td>
<td>100.0</td>
</tr>
<tr>
<td>Animations (n = 67)</td>
<td>7.5</td>
<td>11.9</td>
<td>80.6</td>
<td>100.0</td>
</tr>
</tbody>
</table>
Table 3. Frequencies of types of photos and types of graphics related to their function (Scores are percentages of answers).

<table>
<thead>
<tr>
<th>Function of visual media</th>
<th>Decorational function</th>
<th>Representational function</th>
<th>Informative function</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photos without text (n = 124)</td>
<td>16.9</td>
<td>58.9</td>
<td>24.2</td>
<td>100.0</td>
</tr>
<tr>
<td>Photos with text (n = 28)</td>
<td>35.7</td>
<td>53.6</td>
<td>10.7</td>
<td>100.0</td>
</tr>
<tr>
<td>Graphics without text (n = 82)</td>
<td>30.5</td>
<td>40.2</td>
<td>29.3</td>
<td>100.0</td>
</tr>
<tr>
<td>Graphics with text (n = 183)</td>
<td>9.3</td>
<td>47.5</td>
<td>43.2</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 4. Frequencies and $\chi^2$ statistics of the presence of visual media (overall), photos, graphics, and animations related to the brief and extended answers (Scores are percentages of answers; n = 1775).

<table>
<thead>
<tr>
<th>Visual media</th>
<th>Brief answers (n = 888)</th>
<th>Extended answers (n = 887)</th>
<th>$\chi^2$ statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photos</td>
<td>11.4</td>
<td>38.4</td>
<td>$\chi^2 (1) = 173.89, p&lt; .001$</td>
</tr>
<tr>
<td>Graphics</td>
<td>4.6</td>
<td>12.5</td>
<td>$\chi^2 (1) = 35.34, p&lt; .001$</td>
</tr>
<tr>
<td>Animations</td>
<td>6.3</td>
<td>23.6</td>
<td>$\chi^2 (1) = 104.04, p&lt; .001$</td>
</tr>
<tr>
<td></td>
<td>.9</td>
<td>6.7</td>
<td>$\chi^2 (1) = 40.40, p&lt; .001$</td>
</tr>
</tbody>
</table>

Table 5. Frequencies of the function of visual media related to brief and extended answers (Scores are percentages of answers; n = 444)

<table>
<thead>
<tr>
<th>Function of visual media</th>
<th>Brief answers (n = 102)</th>
<th>Extended answers (n = 342)</th>
<th>$\chi^2$ statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decorational function</td>
<td>26.5</td>
<td>12.9</td>
<td>$\chi^2 (1) = 4.07, p&lt; .05$</td>
</tr>
<tr>
<td>Representational function</td>
<td>20.6</td>
<td>52.9</td>
<td>$\chi^2 (1) = 126.73, p&lt; .001$</td>
</tr>
<tr>
<td>Informative function</td>
<td>52.9</td>
<td>34.2</td>
<td>$\chi^2 (1) = 23.21, p&lt; .001$</td>
</tr>
<tr>
<td>Totals</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows the results. It turned out that photos without text occurred significantly more often than photos with text ($\chi^2 (1) = 303.77, p< .001$). The reverse was found for graphics: graphics with text occurred significantly more often than graphics without text ($\chi^2 (1) = 1162.62, p< .001$).

Moreover, there was a dependence between the function of visual media and photos with and without text ($\chi^2 (2) = 5.97, p=.05$). Most photos without text were associated with a representational function or an informative function ($\chi^2 (2) = 37.37, p< .001$). However, most photos with text were associated with a representational function or a decorative function ($\chi^2 (2) = 7.79 p< .025$). An example of representational photo with text was a photo of a woman’s chromosome pattern in which the particular sex chromosomes were indicated by text. Decorational photos with text did not add any information to the text of the answer presentation. For example, some answers discussed the side effects of ibuprofen. These answers were often illustrated with a photo of a box of medicines with the medicines’ name on it. Also, the distribution of the functions of visual media differed significantly between the graphics with and without text ($\chi^2 (2) = 19.54, p< .001$). There was no association between graphics without text and their function ($\chi^2 (2) = 7.78, p = .41$). Graphics without text were evenly associated with the three functions of visual media. However, there was an association between graphics with text and their function ($\chi^2 (2) = 48.13, p< .001$). Most graphics with text had a representational or an informative function.

Brief and extended answers. Different types of answers were related to different answer presentations. Table 4 shows the frequencies and $\chi^2$ statistics of the presence of visual media (overall), photos, graphics, and animations within the brief and extended answers. The results showed that visual media occurred significantly more often within the extended answers. Table 5 shows the frequencies and $\chi^2$ statistics of the functions of visual media related to brief and extended answers. The results showed that the overall distribution of the functions of visual media across the answer types differed significantly ($\chi^2 (2) = 34.31, p< .001$). Decorational visuals occurred most often in brief answers, whereas representational visuals occurred most often in extended answers. Finally, informative visuals occurred most often in brief answers.
Table 6. Frequencies and $\chi^2$ statistics of the presence, visual media (overall), photos, graphics, and animations within the different question types (Scores are percentages of answers).

<table>
<thead>
<tr>
<th>Visual Media</th>
<th>Definition questions (n = 443)</th>
<th>Procedural questions (n = 444)</th>
<th>$\chi^2$ statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Body parts (n = 222)</td>
<td>Body parts (n = 221)</td>
<td>Body parts (n = 222)</td>
</tr>
<tr>
<td>Photos</td>
<td>31.1</td>
<td>10.0</td>
<td>47.7</td>
</tr>
<tr>
<td>Graphics</td>
<td>4.1</td>
<td>5.4</td>
<td>22.1</td>
</tr>
<tr>
<td>Animations</td>
<td>28.8</td>
<td>5.0</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Table 7. Frequencies and $\chi^2$ statistics of the functions of visual media related to the different question types (Scores are percentages of answers; n = 272).

<table>
<thead>
<tr>
<th>Type of question</th>
<th>Definition questions (n = 91)</th>
<th>Procedural questions (n = 181)</th>
<th>$\chi^2$ statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Body parts (n = 69)</td>
<td>Body parts (n = 22)</td>
<td>Body parts (n = 106)</td>
</tr>
<tr>
<td>Decorational function</td>
<td>5.8</td>
<td>63.6</td>
<td>3.8</td>
</tr>
<tr>
<td>Representational function</td>
<td>63.8</td>
<td>22.7</td>
<td>39.6</td>
</tr>
<tr>
<td>Informative function</td>
<td>30.4</td>
<td>13.6</td>
<td>56.6</td>
</tr>
<tr>
<td>Totals</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Type of question. We were interested whether different types of questions were related to different answer presentations. Therefore we analyzed a subset of the medical questions (i.e., the definition and procedural questions with and without reference to body parts). Table 6 shows the frequencies and $\chi^2$ statistics of the presence of visual media (overall), photos, graphics, and animations within the definition and procedural questions and within questions with and without reference to body parts. The distribution of all variables differed significantly across the question types. In general, visual media were most frequent within procedural questions with reference to body parts. Looking at specific types of visual media, we see that graphics occurred more often in answers to definition questions with reference to body parts, but that photos and animations occurred more often in answers to procedural questions with reference to body parts.

Table 7 shows the frequencies and $\chi^2$ statistics of the functions of visual media within definition and procedural questions and within questions with and without reference to body parts. The results show that the distribution of the functions of visual media differed significantly within the question types ($\chi^2$ (6) = 91.84, p < .001). Decorational visuals occurred most often in definition questions without reference to body parts. Representational visuals occurred most often in definition questions with reference to body parts. Finally, informative visuals occurred most often in procedural questions with reference to body parts.

Conclusion

The results of the production experiment showed that users do make use of multiple media in their answer presentations and that the design of these presentations is affected by the answer length and question type. However what is not clear is how users evaluate different types of answer presentations (i.e., unimodal vs. multimodal). In the next section, we discuss an evaluation experiment in which users were instructed to assess answer presentations on their informativity and attractiveness.

Experiment II: Evaluation

Participants

Participants were 108 native speakers of Dutch (66 female and 42 male, between 18 and 64 years old). None had participated in the production experiment.

Design

The experiment had a 2 (length of the textual answer) × 3 (type of visual) factorial design with both the length of the textual answer (brief, extended) and the type of visual (no visual, illustrative visual, informative visual) as between participants variables. The dependent variables were the participants’ assessment of the informativity and the attractiveness.
of the text and visual combinations and the number of correct answers in the post-test. The participants were randomly assigned to an experimental condition.

**Stimuli**

For the evaluation experiment, 16 medical questions were selected from the set of 32 medical questions of the production experiment. We selected questions for which the production corpus contained two relevant types of visuals: informative visuals and decorational or representational visuals. For the purpose of this experiment, decorative and representational visuals were combined into illustrative visuals. An illustrative visual did not add any more information to the textual answer, whereas an informative visual did add more information to the textual answer.

The selected set of medical questions consisted of eight definition questions and eight procedural questions. In both question types, half of the questions referred to body parts and half did not. Examples of the questions used in the evaluation experiment were:

- **Definition questions**: “Where is testosterone produced?” or “What does ADHD stand for?”
- **Procedural questions**: “How to apply a sling to the left arm?” or “How to organize a workspace in order to prevent RSI?”

The 16 medical questions were presented in four different answer presentation formats: a brief textual answer with an illustrative visual, an extended textual answer with an illustrative visual, a brief textual answer with an informative visual, and an extended textual answer with an informative visual. For the sake of comparison, two unimodal answer presentation formats were added: a brief textual answer and an extended textual answer.

For every question, a brief and an extended textual answer were formulated. The brief and the extended textual answers were based on the answers found in the corpus of answer presentations collected in the production experiment. Small adjustments were made to these answers in order to make them more comparable. The brief answer always gave a direct answer to the question, while the extended answer also provided some relevant background information about the topic of the question. The average length of the brief answer was almost 26 words and the average length of the extended answers was almost 66 words. The same brief and extended answers were also used in the text + illustrative visual condition and in the text + informative visual condition.

In the two text + illustrative visual conditions, we presented the brief and the extended textual answers together with an illustrative visual. An illustrative visual had been given a decorational or a representational function in the production experiment. Figure 4 shows an example of a brief textual answer and an extended textual answer with an illustrative photo. Both examples show the answer to the question: “How to organize a workspace in order to prevent RSI?” The answer presentation on the left contains a brief textual answer describing three tips for organizing a workspace in order to prevent RSI. The answer presentation on the right contains an extended textual answer describing an ergonomic workspace. Both answer presentations contain a photo illustrating a workspace. This photo represents a concept (i.e., a workspace) mentioned in the textual answers. However, the answers would not be less informative if the photo was not present.

In the two text + informative visual conditions, we presented the brief and extended textual answers together with an informative visual. A visual was informative if it had been given an information function in the production experiment. Figure 5 illustrates a brief textual answer and an extended textual answer with an informative graphic to the question: “How to organize a workspace in order to prevent RSI”. Both answer presentations include a graphic depicting in detail an ergonomic workspace. Both answer presentations would be less informative if the graphic was not present.

We made sure that the type of question did not affect the answer length for brief textual answers ($F(1,14) = 3.59, p = .08$), nor for extended textual answers ($F< 1$). The illustrative and informative visuals were taken from the corpus of answer presentations collected in the production experiment. In a few cases, a visual was used from the Internet, when the corpus did not contain a suitable visual. Moreover, in a few cases the text within the visuals was enlarged to make it more readable.

The experiment was conducted using WWSTIM [23], a CGI-based script that automatically presents stimuli to the participants and transfers all data to a database. This enabled us to run the experiment via the Internet. The questions and answer presentations were presented in a random order.

**Procedure**

The participants received an e-mail inviting them to take part in the experiment. This e-mail shortly stated the goal of the experiment, the amount of time it would take to participate, the possibility to win a gift certificate, and the URL. Figure 6 illustrates the procedure of the evaluation experiment. When the participants accessed the experiment, they first received instructions about the procedure of the experiment.
In these instructions, the participants were told that they would receive the answer presentations of 16 medical questions. They had to study these answer presentations carefully, after which they had to assess them on their informativity and on their attractiveness. Next, the participants entered their personal data (i.e., age, gender, level of education, and optionally their e-mail to win a gift certificate).

After the participants had filled out their personal data, they practiced the procedure of the actual experiment in a practice session: they were presented with the medical question “Where are red blood cells produced?” together with an answer presentation. The participants studied the answer presentation until they thought that they could assess its informativity and attractiveness. Subsequently, the participants were shown the medical question, the answer presentation, and a questionnaire. In the unimodal (i.e., text only) conditions, this questionnaire consisted of three questions addressing the formulation of the answer presentation, the informativity of the answer presentation, and the attractiveness of the answer presentation. In the four text + visual conditions, the participants filled out the above-mentioned questions and two other questions addressing the informativity and the attractiveness of the text and visual combination. The participants could indicate their assessment on a seven-point Likert scale, implemented as radio buttons. After completing the practice session, the participants started with the actual experiment, proceeding in the same way as during the practice session.

After completing the assessment of the answer presentations to the 16 medical questions, the participants received a post-test: they had to answer the same 16 medical questions by means of a multiple choice test, in which each medical question was provided with four textual answer possibilities. Of these four answer possibilities, one answer was correct and the other three were plausible incorrect ones. An example is “Where is testosterone produced?”:

a. Testosterone is a sex hormone that is produced by males and females in the adrenal glands. Besides,
Besides, males produce testosterone in the testes. (correct answer)
b. Testosterone is a sex hormone that is only produced by males. Testosterone is produced in the testes and in the adrenal glands. (incorrect answer)
c. Testosterone is a sex hormone produced by males and females. Testosterone is produced in the pancreas and in the hypothalamus. (incorrect answer)
d. Testosterone is a sex hormone produced by males and females. Testosterone is produced in the adrenal glands. (incorrect answer)

The order in which the medical questions were presented in the post-test was the same as in the actual experiment. Note that the information mentioned in the extended textual answers, and illustrated in the informative visuals were not necessary to answer the question in the post-test correctly.

**Data processing**

The following data were collected: the informativity and the attractiveness of the text and visual combination of the answer presentations, and the number of correctly answered questions of the post-test. Tests for significance were performed using a 4 (brief answer + illustrative visual, extended answer + illustrative visual, brief answer + informative visual, extended answer + informative visual) × 2 (definition question, procedural question) repeated measures analysis of variance (ANOVA), with a significance threshold of .05. For post hoc tests, the Bonferroni method was used. Note that inconclusive results were found for answer presentations to questions with and without reference to body parts. Therefore, we report on the results found for definition and procedural questions.

**Results**

**Informativity of the text and visual combinations.**

Table 8 shows the mean results of the assessment on the informativity of the text and visual combinations. A main effect was found of answer presentation format on the perceived informativity of the text and visual combinations \( (F(3, 68) = 9.32, p < .001, \eta^2_p = .29) \). Brief answers with an informative visual were evaluated as most informative, while brief answers with an illustrative visual were evaluated as least informative. Post-hoc tests showed that brief answers with an illustrative visual did not differ significantly from extended answers with an illustrative visual \( (p = 1.00) \). However, brief answers with an informative visual differed significantly from both brief \( (p < .001) \) and extended \( (p < .005) \) answers with an informative visual. Also, extended answers with an illustrative visual differed significantly from brief \( (p < .025) \) and extended \( (p < .025) \) answers with an informative visual. No significant differences were found between brief and extended answers with an informative visual \( (p = 1.00) \).

Moreover, a main effect was found of question type on the perceived informativity of the text and visual combinations \( (F(1, 68) = 15.13, p < .001, \eta^2_p = .18) \). The answer presentations of procedural questions were evaluated as more informative than the answer presentations of definition questions.

Finally, an interaction was found between answer presentation format and question type \( (F(3, 68) = 4.27, p < .01, \eta^2_p = .16) \). This interaction can be explained as follows: for both brief \( (F(1, 17) = 17.12, p < .005, \eta^2_p = .50) \) and extended \( (F(1, 17) = 7.31, p < .025, \eta^2_p = .30) \) answers with an informative visual significant differences were found in the perceived informativity of the text and visual combination between the two question types. Procedural answer presentations with informative visuals were more informative than
Table 8. Mean results of the assessment on the informativity and the attractiveness of the text and visual combinations (Scores range from 1 = “very negative” to 7 = “very positive”; standard deviations in parenthesis).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Question type</th>
<th>Text with an illustrative visual</th>
<th>Text with an informative visual</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Brief</td>
<td>Extended</td>
</tr>
<tr>
<td>Informativity of the text and visual combination.</td>
<td>Definition</td>
<td>3.83</td>
<td>(1.13)</td>
</tr>
<tr>
<td></td>
<td>Procedural</td>
<td>3.70</td>
<td>(1.26)</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>3.76</td>
<td>(1.16)</td>
</tr>
<tr>
<td>Attractiveness of the text and visual combination.</td>
<td>Definition</td>
<td>3.93</td>
<td>(.87)</td>
</tr>
<tr>
<td></td>
<td>Procedural</td>
<td>4.18</td>
<td>(1.12)</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>4.06</td>
<td>(.96)</td>
</tr>
</tbody>
</table>

Table 9. Mean difference scores of correctly answered questions in the post-test per question type and answer presentation format (Standard deviations in parenthesis).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Question type</th>
<th>Text with an illustrative visual</th>
<th>Text with an informative visual</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Brief</td>
<td>Extended</td>
</tr>
<tr>
<td></td>
<td>Definition</td>
<td>.00</td>
<td>(2.14)</td>
</tr>
<tr>
<td></td>
<td>Procedural</td>
<td>-.06</td>
<td>(1.21)</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>-.06</td>
<td>(2.78)</td>
</tr>
</tbody>
</table>

definition answers presentations with informative visuals.

Attractiveness of the text and visual combinations. A main effect of answer presentation format was found on the perceived attractiveness of the text and visual combinations (F (3,68) = 4.64, p< .01, η²p = .17). Extended answers with an informative visual were evaluated as most attractive, while extended answers with an illustrative visual were evaluated as least attractive (see Table 8). Post-hoc tests revealed that only extended answers with an informative visual differed significantly from brief (p< .05) and extended (p< .025) answers with an illustrative visual.

Also, a main effect of question type was found on the perceived attractiveness of the text and visual combinations (F (1,68) = 20.59, p< .001, η²p = .23). The answer presentations of procedural questions were evaluated as more attractive than those of definition questions. Finally, no interaction was found between answer presentation format and question type (F<1).

Number of correct answers in the post-test. Table 9 shows the mean difference scores of correctly answered questions in the post-test for the brief and the extended answers with an illustrative and an informative visual. The mean difference scores represent the number of correctly answered questions within answer presentations with an illustrative or informative visual minus the number of correctly answered questions within the purely textual answer presentations. The mean difference scores were used to quantify the added value of the visuals in the answer presentations.

First, consider the total mean difference scores between the four answer presentation formats. Table 9 reveals that the participants who received answer presentations with an illustrative visual answered fewer
questions correctly than the participants who received purely textual answer presentations. However, the participants who received answer presentations with an informative visual answered more questions correctly than the participants who received purely textual answer presentations. Nonetheless, the total mean difference scores did not differ significantly between the four answer presentation formats (F<1) presumably because the differences are relatively small and the standard deviations are relatively high.

Table 9 also shows that in the case of definition questions, participants who received answer presentations with an illustrative visual did not differ from participants who received purely textual answer presentations in the number of correctly answered questions. However, participants who received answer presentations with an informative visual answered more definition questions correctly than those who received purely textual answer presentations. The mean difference scores for procedural questions showed that participants who received answer presentations with an informative visual answered fewer questions correctly than the participants who received purely textual answer presentations. This was also the case for participants who received brief textual answers with an informative visual. However, participants who received extended textual answers with an informative visual answered more procedural questions correctly than those who received extended textual answer presentations. However, no effect of answer presentation format was found (F< 1).

### Discussion

This paper describes two experiments carried out in order to investigate the role of visuals that can be used for multimodal answer presentation in a medical question answering system. In a production experiment, we investigated when and how people produce multimodal information presentations. A total of 1775 answer presentations were collected of which almost one in four contained one or more visual media. The types of visual media that occurred in the corpus of collected answer presentations were diverse, i.e., there were photos with and without text, graphics with and without text, and animations. Moreover, significant differences were found in the distribution of these visual media related to their function. Photos not containing text often had a representational function: they visually represented the information mentioned in the text. For example, the question “What complications can occur when suffering from the measles?” was frequently illustrated with a child suffering from the measles. A relatively large proportion of decorative photos did contain text, but in these cases, the text was not used to inform (what one may expect text to do in visuals). Photos that contained text often had a representational function too. For example, the question “How many X chromosomes does a female body cell have?” was often illustrated with a photo of a woman’s chromosome pattern in which text indicated the particular sex chromosomes. Graphics without text often had a representational function as well. For example, the question “How many X chromosomes does a female body cell have?” was frequently illustrated with a photo of a woman’s chromosome pattern in which text indicated the particular sex chromosomes. Graphics without text often had a representational function too. For example, the question “How to apply a sling to the left arm?” was illustrated with four graphics illustrating the procedure. Graphics with text often had a representational function as well as an informative function. For example, the question “What happens at a tympanometry test?” was frequently illustrated with a textual diagram illustrating the procedure. These types of graphics schematize the procedure by indicating the key elements. Thus, while graphics without text visually represent the information mentioned in text, graphics with text represent information in such a way that they contain more information than mentioned in the text. Finally, animations often had an informative function because they present the information dynamically as opposed to photos and graphics.

The type of answer (brief vs. extended) was associated with different answer presentations. Visual media were more frequent in the extended answers. Also, the distribution of the functions of visual media was associated with different answer types. Within brief answers, most frequent were visual media with an informative function whereas visual media with a representational function were more frequent within extended answers. A possible explanation for this result could be that when the answer does not contain much text, it is likely that a visual easily contains additional information with regard to the text. When
the answer contains much text, it is likely that a visual will have a representational function (i.e., it visually represents the information already present in text).

The type of question was also associated with different answer presentations. Photos and animations occurred most often in answers to procedural questions with reference to body parts. These visual media may help to visualize the steps of a procedure. However, graphics occurred most often in answers to definition questions with reference to body parts. While photos represent reality, graphics schematize reality making them more suitable to illustrate the topics of definition questions.

Next, we investigated how people evaluate different types of answer presentations. The results of the evaluation experiment showed that answer presentations with an informative visual were indeed evaluated as more informative than those with an illustrative visual. Moreover, the type of question influenced participants’ assessment of the informativity of text and visual combinations. Procedural answer presentations with informative visuals were more informative than definition answer presentations with informative visuals. An explanation for this result could be that procedures lend themselves better to be visualized than definitions, because they have a dynamic and spatial character, whereas definitions more often concern abstract concepts that are less easily visualized. For example, it is easier to find an informative visual for the procedural question “What happens at a tympanometry test?” than to find a visual for the definition question “What does ADHD stand for?”

Another interesting result is that while brief answers with an informative visual were evaluated as most informative, extended answers with an informative visual were evaluated as most attractive. Arguably, given that extended texts are inherently more informative than brief ones, it is conceivable that an informative picture adds less to an extended text, and as a result primarily enhances the attractiveness of the presentation.

The results of the post-test seemed to indicate that learning from answer presentations with an informative visual improved the learning results. However, no significant effect of answer presentation format was found, presumably because the individual variation among participants’ scores. A possible explanation for this result could be that there was a ceiling effect: on average the participants answered 13 of the 16 questions correctly.

In this paper, we conducted two exploratory studies to investigate when and how people produce multimodal information presentations and how other people evaluate such presentations. In both experiments, a consistent result was found: participants preferred informative visuals to illustrative visuals. Moreover, we found that adding a visual to a textual answer is not enough when designing multimodal information presentations. The content of the information presentation (i.e., the type of question) also plays an important role. In both experiments, participants preferred informative visuals in procedural answer presentations and illustrative (i.e., representational) visuals in definition answer presentations.

There are many opportunities for further work. For example, it would be interesting to investigate whether individual differences, like prior knowledge or learning preferences (i.e., verbal vs. visual) affect participants’ assessment on the informativity and attractiveness of different unimodal and multimodal answer presentations. Also, the results of the production experiment showed that the participants included dynamic visuals (i.e., film clip and animations) in their answer presentations. Therefore, it would be interesting to investigate whether static and dynamic visuals are evaluated differently (and under which circumstances) on their informativity and attractiveness. Finally, in both experiments offline research methods were used to investigate the role of visuals in multimodal information presentation. The production and evaluation experiment have provided insights on how and when people produce information in a multimodal way. However, what is unclear is how multimodal information presentation is actually processed. Eye tracking could be a useful method to investigate how people process and integrate information from different modes and whether different types of multimodal information presentation are processed and integrated differently.
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