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INTRODUCTION

Perception of emotion in the voice and the face has a central function in communication and normally proceeds effortlessly and accurately. Recent studies using brain imaging have extended our knowledge about the neuro-anatomy of emotional face and voice recognition and have added support to insights obtained with neuropsychological methods (Gainotti, 2000; Adolphs, 2002). But in many natural circumstances we perceive a face and a voice expression at the same time. This situation of multisensory perception of emotion can be compared with other better known multisensory phenomena like audio-visual speech (McGurk and MacDonald, 1976) or ventriloquism (Bertelson, 1999) in which the perceptual system extracts relevant information for a given event and combines it to form one unified percept. The goal of our study was to build upon previous studies of this phenomenon (de Gelder and Vroomen, 2000; Pourtois et al., 2000; Dolan et al., 2001) and to address the question of the integrated perception of emotion in the voice and the face.

Previous studies on how emotion is perceived when provided by either the face or the voice have contributed valuable insights on processes in each modality separately. Specific areas have been found for processing the affective information provided by the face (George et al., 1993; Adolphs et al., 1996; Morris et al., 1998). Depending on whether a facial expression has a positive or a negative valence, laterality effects were observed indicating that visual stimuli with positive valence are processed predominantly in the left hemisphere and negative ones in the right hemisphere (see Davidson and Irwin, 1999 for a review). Beyond these differences in laterality a more specific picture of separate neuro-anatomical structures for some specific facial expressions is emerging. Amygdala activates to fearful (Morris et al., 1996) and also to angry faces (Morris et al., 1998). The amygdala activation is usually less consistent for positive emotions than negative emotions (see Zald, 2003). Much less is known about the neuro-anatomy of the perception of affective expressions in the voice or affective prosody (Ross, 2000; Buchanan et al., 2000). In comparison with the processing of facial expressions, there have been only a few attempts to identify the specific neural sites for processing emotions in the voice (George et al., 1996; see Ross, 2000 for a review). Recent neuropsychological data (Adolphs et al., 2002) confirm that lower emotional prosody recognition is associated mostly with damage in the right frontal cortex but also indicate a role of the temporal polar cortex in this process.

Other studies have investigated what is usually referred to as modality independent or amodal emotional processing. In this case researchers look for common processing resources and overlapping brain structures for face and voice expressions (Borod et al., 2000; Royet et al., 2000). The issue of overlapping brain structures has mainly been addressed by looking for correlations between emotional processing in different sensory channels. For example, parallel impairments were observed in recognition of fear in the face and in the voice in patients with amygdalectomy (Scott et al., 1997; but see Anderson and Phelps, 1998). Right brain...
damaged patients were impaired in emotional perception tasks carried out through different communication channels (facial, prosodic and lexical). It is worth noting though that in these experiments the question whether there exists an amodal emotion processor has mainly been addressed by looking for modality independent or supramodal representations (Farah et al., 1989; Borod et al., 2000) which might mediate inter-sensory correspondences across different sensory systems in a top down fashion. How the brain combines multiple sources of affective information is not something we can learn more about by juxtaposing results obtained in studies that have looked at visual and auditory emotion perception separately. The issue of multisensory integration is altogether a different one from that concerning common processing resources or reliance on common, amodal representations.

Evidence from behavioural and electrophysiological studies clearly indicates that information in the visual modality has an impact on the subject’s perception of the auditory information and vice versa during perception of emotions (de Gelder and Vroomen, 2000). When presented simultaneously with a facial expression and a sentence spoken with an affective prosody, subjective ratings of the face are biased in the direction of the accompanying voice expression (de Gelder et al., 1995; de Gelder and Vroomen 2000; Massaro and Egan, 1996). The gain in response latencies for bimodal stimuli provides evidence for the notion that perceivers integrate the two sources of information and that this integration is automatic and mandatory (Massaro and Egan, 1996; de Gelder and Vroomen, 2000). These cross-modal bias effects seem to take place at perceptual level (de Gelder et al., 1999; Pourtois et al., 2000; 2002), independent of attentional factors (Vroomen et al., 2001a) and of awareness of the visual face stimulus (de Gelder et al., 2002).

The first study that directly addressed the integration question used fMRI and revealed that a mechanism for such cross-modal binding in the case of fearful face-voice pairs could be found in the amygdala (Dolan et al., 2001). When fearful faces were accompanied by verbal messages spoken in a fearful tone of voice an increase in activation was observed in the amygdala and the fusiform gyrus. This result indicated a combination of face and voice expressions, confirming the role of the amygdala in this process (see Goulet and Murray, 2001 for a critical review). The present PET study extends the research carried out by Dolan and collaborators (2001) in two directions. First, we introduced single modality conditions in order to obtain insight into the difference between each single modality separately and the combination. On this issue we had three a priori predictions. The perception of face-voice emotion pairs would yield activation in brain regions known to be heteromodal (like the MTG, BA21; Damasio, 1989; Mesulam, 1998). This activation would be specific for each emotion pair. Two standardised opposite emotions (fear and happiness) were selected to test this prediction. And finally, activation in heteromodal areas would also be accompanied by increased activation in modality-specific cortices (like the primary auditory cortex or primary visual cortex). The latter phenomenon has been reported previously and can tentatively be viewed as a downstream consequence in modality-specific cortex of multisensory integration (see Calvert et al., 2000; Macaluso et al., 2000; de Gelder, 2000; Driver and Spence, 2000; Dolan et al., 2001). Such feedback or top down modulations could be the correlate of the well-known cross-modal bias effects typically observed in behavioural studies of audio-visual perception (Bertelson, 1999).

Moreover, we opted for an indirect or covert processing task in which the participants are not consciously attending to the emotional meaning of the stimuli, namely a gender decision task. This task should reveal attention independent activation and integration patterns. This issue is important in the light of findings that indicate differential activation patterns as a function of conscious perception of the emotional stimuli (Morris et al., 2001). Modulation by stimulus awareness and/or attentional demands does not imply that attention is not itself at the basis of inter-sensory integration (Bertelson et al., 2000; Vroomen et al., 2001a; McDonald et al., 2001 for a discussion). In fact our results indicate it is not (Vroomen et al., 2001b). The gender decision task used here does not require attention to the emotion expressed in the stimuli and does not require participants to be aware of experiencing an emotion upon stimulus presentation. The gender task has the added advantage of presenting the participants with a situation that is transparent and therefore does not elicit responses that would be under strategic control (see Bertelson and De Gelder, in press, for discussion). With respect to this issue, our a priori prediction was that the use of a covert task would still provide us with evidence for audio-visual integration during the perception of emotion.

**METHODS**

**Subjects**

Eight right-handed male subjects (age range: 21-23 yrs) participated in the Experiment after written consent was obtained according to institutional guidelines. They were paid for their participation.

**Materials**

Materials consisted of visual and auditory stimuli and of audio-visual pairs (Figure 1). Visual stimuli consisted of twelve grey-scale full frontal
view pictures of 3 males and 3 females presenting a happy or a fearful facial expression (Ekman and Friesen, 1976). Stimulus size was 6-cm width × 8-cm height. Images were presented on a Macintosh AV17 screen against a black background and viewed at 120-cm distance.

Auditory stimuli were twelve bi-syllabic words spoken by 3 male and 3 female speakers in a happy or a fearful tone of voice. To obtain these materials 12 semi-professional actors (6 males and 6 females) were asked to pronounce a neutral sentence (the French version of /they are travelling by plane/) in a happy or in a fearful tone of voice. They were instructed to pronounce the sentence as when experiencing happy or fearful feelings in real-life situations. Two utterances were recorded for each expression type. Recording was done in an acoustic-isolated room using digital audiotape and sounds were digitised (SoundEdit 16 version 2 running on Macintosh). Only the last bi-syllabic word (/plane/) was selected for each of the 24 productions, and amplified (SoundEdit 16 version 2 running on Macintosh).

In a pilot study, the 24 fragments (12 actors × 2 tones of voice) were randomly presented to 8 naïve subjects. They were asked to discriminate accurately the tone of voice (either happy or fearful) of each of the 24 productions presented five times. The three best-recognized female and male speaker fragments were selected for use in the PET Experiment. Mean recognition rate for the three selected female actors was 94% correct, and 95% correct for the male ones. Mean duration was 384 msec (SD: 40 msec) for the 6 happy fragments and 376 msec (SD: 61 msec) for the 6 fear fragments. The mean sound level of the speech as measured at loudspeaker was 75 dB. In the scanner, sounds were directly presented to each ear using earphones. Audio-visual pairs were made by combining each of the 6 voices with one of the face expressions on an arbitrary basis but respecting congruency of gender and of emotion.

Procedure

There were six conditions (Figure 1), each repeated twice: for each emotion (fear and happiness), stimuli consisted of facial expressions (2 scans), auditory fragments (2 scans) or the combination of both (2 scans). Subjects always performed a gender decision task unrelated to the variables manipulated (e.g., Morris et al., 1998). When audio-visual trials were presented (4 scans), subjects were instructed to perform the gender decision task either on the visual channel (2 scans) or on the auditory channel (2 scans). Resting scans were presented at the beginning (first scan) and the end (14th scan) of the Experiment. The block order

Fig. 1 – Experimental design consisting of two emotion (fear or happy), and three conditions (visual, auditory and audio-visual) with stimulus duration (380 ms) for each trial.
of visual (2 emotions × 2 repetitions), auditory (2 emotions × 2 repetitions) and audio-visual (2 emotions × 2 repetitions) conditions was counterbalanced across subjects.

The beginning of a trial was signalled by a small white cross that remained in the centre of the screen for 400 msec. Then, the target stimulus (visual only, auditory only or audio-visual) was presented lasting for about 380 msec. In the audio-visual condition, onset and offset of the face and the sound fragment were synchronized. Interval was set at 1500 ms (black screen) and response was recorded till 1800 msec following onset of the stimulus. Fifty-four trials (6 actors × 9 repetitions) were presented during a scan. Each scan contained the same proportion (50 % – 27 trials) of male and female stimuli. Before each scan, a block of 20 trials was presented. Subjects responded with the right hand using a 2 buttons-response box.

Data Acquisition

Accuracy and reaction times (RTs) were recorded (Superlab Pro 1.74 running on a PowerPC Macintosh) for each condition and each subject. Each subject was scanned twice in each condition and received intravenous H\textsubscript{15}O (8 mCi, 2.96 e + 02 MBq, 20 s bolus) 10 seconds before starting the task. Measurements of local radioactivity uptake were made using an ECAT EXACT-HR PET tomograph (CTI/Siemens), allowing simultaneous imaging of 47 transaxial slices in three-dimensional (3-D, septa retracted) mode, with an effective resolution of 8 mm full width-at-half-maximum (FWHM) (Wienhard et al., 1994) and a slice thickness of 3.125 mm. Images were reconstructed using filtered back-projection scatter correction, with both transaxial Hanning filter (cutoff frequency of 0.30) and axial Hanning filter (cutoff frequency of 0.50). A two-dimensional transmission scan was acquired before the Experiment for attenuation correction. For each scan, the task started 10 sec after initiation of tracer injection and PET data was acquired simultaneously in a single 100s frame. The integrated counts accumulated during 100 sec were used as an index of rCBF (Mazziotta and Phelps, 1986). The time interval between successive emission scans was 13 minutes, which allowed decay of residual radioactivity. For each subject, 3D MRI (T1) anatomical data were also obtained on a 1.5 Tesla unit (General Electric Signa).

Data Analysis

PET images were realigned to the first one (Woods et al., 1998a, 1998b) and then to the MRI, spatially normalized (SPM96-http://www.fsl.ion.ucl.ac.uk/spm/) to a stereotactic space (Talairach and Tournoux, 1988), smoothed with a Gaussian filter (15 mm FWHM), corrected for global activity by proportional scaling (Fox et al., 1988) and adjusted to a level of 50ml/g/min. Group statistical maps were made using the general linear model (Friston et al., 1995) in SPM99. Main effects and interactions were assessed with different contrasts using t tests. Three conjunction analyses (Price and Friston, 1997) were performed at the group level using SPM99. A global conjunction analysis for the two emotions together (happy and fear) was first performed [(AV-V) and (AV-A)] and followed by two specific conjunction analyses, one for each emotion separately [(AV\textsubscript{happy}-V\textsubscript{happy}) and (AV\textsubscript{happy}-A\textsubscript{happy}) in the happy condition and (AV\textsubscript{fear}-V\textsubscript{fear}) and (AV\textsubscript{fear}-A\textsubscript{fear}) in the fear condition]. Conjunction analyses were used to remove unimodal activations (visual and auditory) and isolate brain activations specific to the processing of audio-visual events. To compute the conjunction analyses, the two simple contrasts were first calculated, and entered in a subsequent stage in the conjunction analysis implemented in SPM99. As required by the conjunction analysis (Price and Friston, 1997), four independent conditions (Visual, Auditory, Audio-visual with gender decision task on the visual channel and Audio-visual with gender decision task on the auditory channel) were used in the statistical analysis to compute the conjunction contrast. Moreover, the [AV – (A + V)] contrast was also calculated to test for the presence of a supra-additivity response enhancement in specific brain regions (i.e., more activation for audio-visual presentations compared to the sum of visual and auditory presentations).

Corrected P values at the voxel level were computed using a spherical Volume of Interest (VOI) with 15 mm radius, centered over the coordinates obtained with SPM 99 (Worsley et al., 1996). These coordinates are similar or close to the centre of activation found in previous studies focussed on face processing (activation in the posterior fusiform gyrus and inferior occipital gyrus, see Hoffman and Haxby, 2000), voice processing (activation in the superior temporal gyrus, see Belin et al., 2000), audio-visual processing (activation in the middle temporal gyrus, see Mesulam, 1998 for a review) and emotional processing (activation in the superior and middle frontal gyrus, see Royet et al., 2000; activation in the amygdala, see Morris et al., 1999a).

RESULTS

Behavioural Data

Correct responses were above 95% for all conditions (98.3%, 96.9% and 96.2% for the audio-visual, visual and auditory condition respectively). A two-way ANOVA (Emotion and Modality) for repeated measures on accuracy rates did not show any significant effect [Emotion: F (1, 7) = 4.62,
p = .07; Modality: F (2, 14) = 1.5, p = .27; interaction Emotion × Modality: F < 1. Reaction times were slower for gender in the voices (mean RTs: 553 msec) than in the faces (mean RTs: 493 msec) and in the audio-visual pairs (mean RTs: 501 msec). A two-way ANOVA (Emotion and Modality) showed a significant main effect of Modality [F (2, 14) = 8.63; p < .005] (all other Fs < 1). Post-hoc paired t-tests revealed that the difference between visual and auditory conditions was significant [t(7) = 3.83, p = .002], as well as the difference between auditory and audio-visual conditions [t(7) = 3.31, p = .005] indicating that subjects were slower in the auditory conditions than in the visual or audio-visual conditions (Ellis et al., 1997). The difference between visual and audio-visual conditions was not significant [t(7) = 0.53, p > 0.5].

**PET Data**

Modality-specific brain areas were first identified using the (Faces-Voices) contrast as well as the reverse contrast. Results of these control analyses were first described in order to assess whether the activations related to the perception of audio-visual information and presented subsequently were specific or not.

Modality-specific visual brain areas were obtained by subtracting activation in the Voice only condition from those obtained for the Face only condition. This contrast revealed bilateral activations in the posterior lateral fusiform region (BA19), left inferior occipital gyrus (BA18), right lingual gyrus (BA18) and right parahippocampal gyrus (BA36) (see Table I). This result is consistent with the brain areas known to be associated with face processing (Sergent et al., 1992; the Fusiform Face Area see Kanwisher et al., 1997; inferior occipital and fusiform gyri, see Hoffman and Haxby, 2000). Likewise, when auditory conditions were subtracted from audio-visual conditions (Figure 2), bilateral activation of the fusiform gyrus (BA19), the left lingual gyrus (BA18) and the left superior occipital gyrus (BA19) were manifest (see Table I).

Modality specific auditory activations were obtained by subtracting visual from auditory conditions and indicated bilateral activation in the superior temporal gyrus (BA22), an area of the auditory cortex involved in the perception of speech and voice (Liegeois-Chauvel et al., 1999; Belin et al., 2000). Activation was also present in another region of the superior temporal gyrus in the left hemisphere, extending towards the MTG (BA22). Similarly when visual conditions were subtracted from audio-visual conditions (Figure 3) the comparison revealed bilateral activation in the superior temporal gyrus (BA22) and in a more anterior region within the same gyrus in the left hemisphere.

**TABLE I**

<table>
<thead>
<tr>
<th>Contrasts</th>
<th>Cluster size</th>
<th>x, y, z</th>
<th>L/R</th>
<th>BA</th>
<th>Brain regions</th>
<th>T value</th>
<th>Z score</th>
<th>P value uncorrected</th>
<th>P value corrected*</th>
</tr>
</thead>
<tbody>
<tr>
<td>V – A</td>
<td>1800</td>
<td>– 26, – 80, 0</td>
<td>L</td>
<td>18</td>
<td>IOG</td>
<td>6.45</td>
<td>5.88</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>1246</td>
<td>– 32, – 58, – 14</td>
<td>L</td>
<td>19</td>
<td>PFG</td>
<td>5</td>
<td>4.17</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>AV – A</td>
<td>544</td>
<td>– 34, – 64, – 12</td>
<td>R</td>
<td>19</td>
<td>FG</td>
<td>4.96</td>
<td>4.68</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>290</td>
<td>– 22, – 80, 0</td>
<td>L</td>
<td>18</td>
<td>LG</td>
<td>4.56</td>
<td>4.33</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>A – V</td>
<td>2400</td>
<td>– 50, – 12, – 6</td>
<td>L</td>
<td>22</td>
<td>STG</td>
<td>9.91</td>
<td>9.8</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>2225</td>
<td>– 58, – 18, 2</td>
<td>R</td>
<td>22</td>
<td>STG-MTG</td>
<td>3.71</td>
<td>3.58</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>AV – V</td>
<td>1454</td>
<td>– 48, – 34, 10</td>
<td>L</td>
<td>22</td>
<td>STG</td>
<td>4.31</td>
<td>4.12</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>837</td>
<td>– 58, – 12, 0</td>
<td>R</td>
<td>22</td>
<td>STG-MTG</td>
<td>5.78</td>
<td>5.35</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>(AV – A) &amp; (AV – V)</td>
<td>50</td>
<td>– 52, – 30, – 12</td>
<td>L</td>
<td>21</td>
<td>MTG</td>
<td>2.34</td>
<td>2.68</td>
<td>&lt; .001</td>
<td>.01</td>
</tr>
<tr>
<td>(AVh – Ah) &amp; (AVh – Vh)</td>
<td>207</td>
<td>– 54, – 30, 50</td>
<td>L</td>
<td>8</td>
<td>SFG</td>
<td>2.3</td>
<td>2.36</td>
<td>&lt; .001</td>
<td>.015</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>– 52, – 38, – 26</td>
<td>L</td>
<td>20</td>
<td>AFG</td>
<td>1.94</td>
<td>3.19</td>
<td>&lt; .001</td>
<td>.042</td>
</tr>
<tr>
<td>(AVf – Af) &amp; (AVf – Vf)</td>
<td>148</td>
<td>– 40, 50, 6</td>
<td>L</td>
<td>10</td>
<td>MFG</td>
<td>2.24</td>
<td>2.57</td>
<td>&lt; .001</td>
<td>&lt; .018</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>– 32, – 18</td>
<td>R</td>
<td>21</td>
<td>MTG</td>
<td>1.89</td>
<td>3.11</td>
<td>&lt; .001</td>
<td>.065</td>
</tr>
<tr>
<td>(AVf + Vf) – (AVh + Vh)</td>
<td>94</td>
<td>10, – 8, – 10</td>
<td>R</td>
<td>Amygdala</td>
<td>2.55</td>
<td>2.51</td>
<td>.006</td>
<td>.036</td>
<td></td>
</tr>
</tbody>
</table>

* Corrected P values at the voxel level were computed using a small volume correction approach (see Methods).
Next, we carried out a conjunction analysis (see Price and Friston, 1997) in order to determine which brain regions were associated with the perception of audio-visual information. The global conjunction (AV-V) and (AV-A) for the two emotions (Table I and Figure 4) revealed a main region of audio-visual convergence in the MTG (BA21) in the left hemisphere as well as a smaller activation, in the anterior fusiform gyrus (BA20) in the same hemisphere.

Interestingly, when the [AV – (A + V)] contrast was calculated in order to obtain brain activations specific to the perception of audio-visual events, the analysis confirmed activation in the MTG in the left hemisphere (−52x, −30y, −12z; \( t = 3.23, z \text{ score} = 3.14, p_{\text{uncorrected}} = .001 \)).

A detailed statistical analysis of the corrected rCBF values in the maxima of activation in the conjunction contrast in the left MTG (Figure 5) indicated that this region was significantly more activated by audio-visual stimuli than unimodal stimuli whether auditory or visual stimuli regardless of the emotion presented. Corrected rCBF values (ml/g/min) were extracted in spherical regions of 3 mm radius centered around the maxima of activation in the left MTG (−52x, −30y, −12z). A two-way ANOVA (Emotion and Modality) for repeated measurements on these values showed a significant effect of Modality \( F (2, 14) = 7.1, p =.007 \) but no other effects [factor Emotion: \( F (1, 7) = 3.58, p =.1 \); interaction Modality × Emotion: \( F < 1 \)]. Post-hoc t-tests failed to show a difference between visual and auditory levels of activation \( t_{(7)} = 0.95, p =.36 \), but there was a significant increase in activation for the audio-visual condition as compared to auditory \( t_{(7)} = 2.68, p =.02 \) and visual \( t_{(7)} = 3.63, p =.003 \) conditions.

Two further specific conjunction analyses were carried out separately for happiness and fear in order to investigate whether these two different emotions yield specific activity in the two audio-visual conditions (Table I). The conjunction analysis
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**Fig. 4** – Statistical parametric maps ($p < 0.001$) showing significant activation in the left MTG ($-52x, -30y, -12z$) during the perception of audio-visual trials (happy and fearful emotions) when compared to unimodal trials (Visual + Auditory).

**Fig. 5** – Corrected rCBF values (ml/g/min) extracted in spherical regions of 3mm radius centered around the maxima of activation in the left MTG ($-52x, -30y, -12z$) for the 6 conditions. There was no difference between visual and auditory levels of activation but there was a significant increase in activation for the audio-visual condition as compared to auditory and visual conditions. Vertical lines indicate standard error.
for happiness revealed several supplementary frontal brain regions mainly lateralized in the left hemisphere (Table I): in the **superior frontal gyrus** (BA8), the **middle frontal gyrus** (BA46, 10 and 9) and the **inferior parietal lobule**. Moreover, a region of the mesencephalon was activated by audio-visual happiness. The conjunction analysis for fear only revealed activation in a posterior region of the **MTG** (BA21).

A region of interest analysis centered on the anterior temporal lobe revealed significant activation in the extended amygdala in the right hemisphere (Figure 6) for fearful faces (visual and audio-visual conditions) when compared to happy faces (10x, – 8y, – 10z; cluster size = 94; t = 2.55, z = 2.51, puncorrected = .006; p corrected = .036). The anatomical localisation of this activation corresponded to the extended amygdala, namely the sublenticular region or basal forebrain region. There was no evidence of a rCBF increase in this region for fearful voices when compared to happy voices.

Finally, fear conditions (auditory, visual and audio-visual) and happy conditions (auditory, visual and audio-visual) were contrasted irrespective of modality. In the Fear-Happiness contrast, the analysis showed significant activation in two posterior regions of the brain: in the posterior part of the middle temporal gyrus in the right hemisphere (BA39; 32x, – 70y, 28z; cluster size = 86; t = 4.18, z = 4.0, puncorrected < .001) and in a portion of the precuneus in the left hemisphere (BA19; – 14x, – 64y, 42z; cluster size = 26; t = 3.53, z = 3.42, puncorrected < .001). The reverse contrast showed activation in the middle frontal gyrus in the right hemisphere (BA10; 28x, 50y, – 4z; cluster size = 70; t = 3.04, z = 2.97, puncorrected = .001) and in the middle frontal gyrus in the left hemisphere (BA10; – 40x, 50y, – 8z; cluster size = 57; t = 2.76, z = 2.7, puncorrected = .003). In both cases, the activation was larger in the right hemisphere than in the left hemisphere.

**DISCUSSION**

Our results indicate that the perception of audio-visual emotions (fear and happiness) activates the left MTG relative to unimodal conditions and to a lesser extent also the left anterior fusiform gyrus. The MTG has already been shown to be involved in multisensory integration (Streicher and Ettlinger, 1987) and has been described as a convergence region between multiple modalities (Damasio, 1989; Mesulam, 1998). Brain damage to the temporal polar cortex impairs emotional recognition of both facial and vocal stimuli (Adolphs et al., 2002). Activation of the fusiform gyrus is consistent with results from the fMRI study of Dolan and collaborators (2001) of recognition of facial expression paired with emotional voices. Interestingly, our results show that within the left MTG (BA 21) there was no difference between visual and auditory levels of activation but instead there was a significant increase for the audio-visual condition as compared to the two unimodal conditions (supra-additive response enhancement criterion, Calvert et al., 2000). This clearly indicates that the activation in the left MTG does not correspond to an augmentation of activity in terms of rCBF increase in regions that are modality-specific. This was also demonstrated by a failure to observe the same MTG activation with the two direct contrasts, (A – V) and (V – A) each revealing the corresponding modality specific activations. Recently, such an increased activation in modality specific areas presumably following upon audio-visual integration has been reported. This was found for visuo-tactile pairs in a visual area (the lingual gyrus, Macaluso et al., 2000), in auditory areas for audio-visual pairs (Calvert et al., 1999) and in the fusiform gyrus for audio-visual emotion pairs (Dolan et al., 2001). But it is not clear to what extent this activation pattern might be task related as all these studies required attention to the task relevant modality.

The activation for bimodal pairs relative to unimodal conditions is observed within the MTG in the left hemisphere. This cortical region is not the area most often associated with perception of affective prosody in speech. A recent fMRI study (Buchanan et al., 2000) confirmed a preferential involvement of the right hemisphere for emotional prosody (Van Lancker et al., 1989; George et al., 1996; Adolphs et al., 2002; Vingerhoets et al., 2003). The recognition of emotion in the voice compared with purely linguistic task yielded more activation in the right hemisphere than in the left hemisphere.
hemisphere (in particular in the right inferior frontal lobe, Pihan et al., 1997; Imaizumi et al., 1998). Still right hemispheric dominance for emotional prosody is not fully established yet as affective prosody is also disturbed after left brain damage (Ross et al., 2001). It is also worth noting that all these studies used an explicit emotion recognition task and not a gender classification task as used here. Auditory presentation results in left-lateralized activity in the superior temporal gyrus and the MTG (Price et al., 1996; Binder et al., 1997). Yet our activations are not due to word recognition because activation is stronger for audio-visual pairs than for auditory only stimuli. Such left MTG activation associated with audio-visual processes was obtained in a previous fMRI study of audio-visual speech (see Calvert et al., 2000 for a review). But we argue that this convergence between findings about the role of MTG in the two studies does not mean that audio-visual emotion integration is just another instance of audio-visual speech integration and that by implication the emotional content of the stimuli was either not processed or does not matter. Indeed, here we found different lateralized activations for the two types of emotion pairs. This indicates clearly that subjects did indeed process the emotional content and underscores that the MTG activation is not simply related to linguistic processes. A direct comparison between audio-visual emotion perception and audio-visual speech perception (or at least audio-visual perception of non-emotional stimuli) should help to better understand the exact role of convergence sites within the MTG. Likewise, further research is needed to determine whether the manipulation of other basic emotions (sadness, anger, disgust and surprise) presented in different sensory modalities produce the same pattern of activations.

Our data are compatible with previous PET studies (e.g., Royet et al., 2000) showing that pleasant and unpleasant emotional stimuli from either the visual or the auditory modality recruit the same cortical network (i.e., orbitofrontal cortex, temporal pole and superior frontal gyrus), mainly lateralized in the left hemisphere. Our study adds crucial information about the cerebral network involved in audio-visual perception of specific emotions (happiness and fear) since supplementary activations are also observed separately for the two emotions when visual and auditory affective information are concurrently presented. Activation for the combination of happy face and happy voice is found in different frontal and prefrontal regions (BA 8, 9, 10 and 46) that are lateralized in the left hemisphere while audio-visual fear activates the superior temporal gyrus in the right hemisphere. These data are therefore compatible with current theories of emotional processes (see Davidson and Irwin, 1999 for a review) suggesting hemispheric asymmetries in the processing of positively (pleasant) versus negatively (unpleasant) valenced stimuli. However, these hemispheric asymmetries are found with an analysis contrasting bimodal vs. unimodal conditions and a simple valence explanation (left hemisphere for happiness vs. right hemisphere for fear) cannot readily account for them. This conclusion is reinforced by the fact that irrespective of modality the happiness-fear contrast shows activation in a portion of the middle frontal gyrus in both cerebral hemispheres. The reverse contrast shows activation in posterior regions (precuneus and MTG) in both cerebral hemispheres as well. In both cases, the activation is larger in the right than in the left hemisphere. However, since we did not use a neutral condition, these data cannot be interpreted as reflecting a right hemispheric dominance for amodal emotional processing (Borod et al., 2000). Our results suggest rather that the left vs. right hemispheric activation within the MTG for happy vs. fearful audio-visual pairs found here might be specific to bimodal conditions.

Finally, activation in the right extended amygdala to fearful faces is compatible with a previous report of right lateralized amygdala activation where the same gender decision task was used as here (Morris et al., 1996), when facial expressions were masked (Morris et al., 1998) or when face expressions were processed entirely outside awareness (Morris et al., 2001). Processing routes in these studies included, besides the amygdala, the superior colliculus and the pulvinar (LeDoux, 1996; Morris et al., 1997, 1999a; Whalen et al., 1998). There were no indications of similar involvement of the amygdala in discrimination of fearful voice expressions as suggested in a study of amygdalecemy patients by one group (Scott et al., 1997) but not by more recent studies (Anderson and Phelps, 1998; Adolphs and Tranel, 1999a). Our results are consistent with the latter negative findings and indicate that the amygdala might not be the locus of amodal fear processing. On the other hand, the amygdala is a complex nucleus but still it may only be involved in processing the expression from the face (Adolphs and Tranel, 1999b). Finally, activation of the amygdala is consistent with neuropsychological and neurophysiological studies (Murray and Mishkin, 1985; Nahm et al., 1993; Murray and Gaffan, 1994) that have indicated a key integrative role for this structure in the association and retention of inter-modal stimulus pairs (i.e., visuo-tactile). This was directly confirmed by the study of Dolan et al. (2001).

**Conclusions**

Our study clearly indicates the involvement of the MTG in the audio-visual perception of
emotions relative to unimodal visual and auditory emotion conditions. The analysis of the rCBF increase in the left MTG revealed a significant increase for the audio-visual condition as compared to the two unimodal conditions while there was no difference between visual and auditory levels of activation. Moreover, the observed activations are directly related to emotional valence with happy audio-visual pairs activating structures that are mainly lateralized in the left hemisphere whereas fearful audio-visual pairs activated structures lateralized in the right hemisphere. Our results also confirm and extend earlier studies by indicating that audio-visual perception of emotion proceeds covertly in the sense that it does not depend on explicit recognition of the emotions.

**ABBREVIATIONS**

PET = positron emission tomography; rCBF = regional cerebral blood flow; SPM = statistical parametric map; MTG = middle temporal gyrus.
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