Person fit analysis revolves around fitting an item response theory (IRT) model to respondents’ vectors of item scores on a test and drawing statistical inferences about fit or misfit of these vectors. Four person-fit measures were studied in order-restricted latent class models (OR-LCMs). To decide whether the OR-LCM fits an item score vector, a Bayesian framework was adopted and posterior predictive checks were used. First, simulated Type I error rates and detection rates were investigated for the four person-fit measures under varying test and item characteristics. Second, the suitability of the OR-LCM methodology in a nonparametric IRT context was investigated. The result was Type I error rates close to the nominal Type I error rates and detection rates close to the detection rates found in OR-LCMs. This means that the OR-LCM methodology is a suitable alternative for assessing person fit in nonparametric IRT models.
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Introduction

Person fit analysis revolves around fitting an item response theory (IRT) model to respondents’ vectors of item scores on a test and drawing statistical inferences about fit or misfit of these vectors (Drasgow, Levine, & Williams, 1985; Klauer, 1995; Levine & Rubin, 1979; Meijer & Sijtsma, 2001; Reise, 2000). Causes of misfit may be guessing for the correct answers, cheating by copying from another testee’s answer sheet, test anxiety resulting in many errors on the first items of the test, lack of concentration toward the end of the test, and nonmastery of particular subabilities (see Haladyna, 1994, pp. 163-167; Meijer, 1994a; Meijer & Sijtsma, 1995, 2001). A misfitting item score vector may provide evidence of a biased and an unduly inaccurate test score estimate (e.g., Birenbaum & Nassar, 1994; Meijer, 1997, 1998; Meijer & Nering, 1997). To obtain a more valid estimate of test performance, respondents having misfitting item score vectors may be reassessed by means of another test. In the context of education, person misfit may lead to the decision of remedial teaching of certain abilities and skills so that a more valid test performance results. At the test administration level, results from person-fit analysis may help to improve test conditions. For example, the test instruction may be improved, and more practice items may be presented so as to prevent confusion resulting in odd answers when filling out the test form. At the data analysis level, misfitting item score vectors may be considered to be outliers (Bradlow & Weiss, 2001;
Meijer, 2002). A data analysis may compare the results obtained from the complete data, including the outliers and the data without the outliers.

IRT models are parametric when the regression of the item score on the latent trait is defined by a parametric function, such as the logistic or the normal ogive (Boomsma, van Duijn, & Snijders, 2001; Van der Linden & Hambleton, 1997), and nonparametric when the regression is subjected to order restrictions only (Junker, 1993; Mokken & Lewis, 1982; Ramsay, 1991; Sijtsma & Molenaar, 2002; Stout, 1990). Parametric IRT models are special cases of nonparametric IRT (NIRT) models (Sijtsma & Hemker, 2000). Parametric models have the advantage that the sampling distributions of person-fit statistics often are known (e.g., Klauser, 1995; Molenaar & Hoijtink, 1990; Snijders, 2001). A disadvantage is that these models may be too critical, resulting in many misfitting item score vectors that may be fit by less restrictive IRT models. Being more flexible, NIRT models may be adequate candidates. Their disadvantage is that the sampling distributions of person-fit statistics are unknown (Meijer & Sijtsma, 2001), derived under unrealistic assumptions (Emons, Meijer, & Sijtsma, 2002), or conservative (Emons, 2003b; Sijtsma & Meijer, 2001). Order-restricted latent class models (OR-LCMs) (Croon, 1991; Heinen, 1996; Hoijtink & Molenaar, 1997) share the flexibility with NIRT models and the possibility in establishing sampling distributions of person-fit statistics with parametric IRT models.

In this study, OR-LCMs were fit to respondents' item score vectors, and Bayesian posterior predictive checks (PPCs) were adopted (Berkhof, van Mechelen, & Hoijtink, 2001; Gelman, Carlin, Stern, & Rubin, 1995; Glas & Meijer, in press) to test for misfit. The application of latent class models (LCMs) (Heinen, 1996) to person fit was pursued earlier by Van den Wittenboer, Hox, and De Leeuw (2000) in another context. Following Hoijtink and Molenaar (1997), Vermunt (2001), and Van Onna (2002), the OR-LCM was used to approximate NIRT models. OR-LCMs are mathematically almost identical to NIRT models, but unlike NIRT models, they assume a discrete latent trait. Discreteness of the latent trait fits in with the actual practice in IRT of estimating only a limited number of values of the continuous latent trait. One reason is that continuity cannot be maintained in principle due to finite sample size and sometimes, in addition, model structure (as in the Rasch [1960] model, in which the number of correct answers is a sufficient statistic for the latent trait). Another reason is that for practical test applications, only a limited number of estimated latent trait values are needed. Straightforward examples are mastery testing that uses only the classification of masters and nonmasters and grading that uses five ordered classes (A, B, C, D, and F). Because of the resemblance of OR-LCMs and NIRT models, and because OR-LCMs allow for the calculation of PPCs, the applicability of OR-LCMs to person fit in an NIRT context was investigated.

Sijtsma and Molenaar (2002, pp. 149-150) list many applications of NIRT models to data collected in psychological, sociological, marketing, and social medical research. So far, OR-LCMs have been studied as discrete approximations of NIRT models at the theoretical level. Their practical usefulness has only been shown in data from a general child intelligence test (Emons, 2003a). Here, the OR-LCM approach was successful in identifying some interesting cases of person misfit. The present study is a first contribution to the demonstration of the usefulness of OR-LCMs in person-fit analysis.

First, NIRT models and OR-LCMs are discussed. Second, four well-known person-fit statistics are redefined in the context of the OR-LCM: the normed number of Guttman errors (Meijer, 1994b), Van der Flier's (1980) $U^3$ statistic, the log-likelihood (Levine & Rubin, 1979) of an item score vector, and Tatsuoka's (1984) $\zeta_1$ statistic. Third, Bayesian estimation and the calculation of PPCs are discussed. Fourth, a simulation study was used to investigate the degree to which the LCM-adapted person-fit measures detected misfit of item score vectors using PPCs. In particular, for each of the four person-fit measures, simulated and nominal Type I error rates were compared and detection rates determined. One of the design factors was the distribution of the latent trait.
Data were simulated under (a) a discrete latent trait distribution of five latent classes, typical of OR-LCM analysis, and (b) a continuous normal distribution typical of NIRT (and IRT in general). This distinction enables the comparison of OR-LCM analysis under typical LCM assumptions and typical NIRT assumptions about the latent trait.

2. Item Response Models and Latent Class Models

Let a test consist of \( J \) items, and let \( X_j(j = 1, \ldots, J) \) be the dichotomous item score random variable with \( X_j = 1 \) for a correct or coded response and 0 otherwise. Furthermore, let \((X = (X_1, \ldots, X_J))\) be the random vector of the item score variables with realizations \( x = (x_1, \ldots, x_J) \), and let \((X_+ = \sum_j^J X_j)\) denote the unweighted sum score. Finally, let \( \theta \) denote the latent trait.

**NIRT models.** The first assumption of the MH model is unidimensionality (UD). UD means that the latent trait \( \theta \) is a scalar. Let the conditional probability of \( X_j = 1 \) be denoted by \( (P_j(\theta)) \). This conditional probability is known as the item response function (IRF). The assumption of local independence (LI) means that the item scores are statistically independent conditional on \( \theta \); that is,

\[
P(X = x|\theta) = \prod_{j=1}^{J} P_j(\theta)^{x_j}[1 - P_j(\theta)]^{1-x_j}. \tag{1}
\]

Furthermore, the monotonicity (M) assumption states that \( P_j(\theta) \) is nondecreasing in \( \theta \); that is, for two arbitrary fixed values \( \theta_a \) and \( \theta_b \),

\[
P_j(\theta_a) \leq P_j(\theta_b), \text{ whenever } \theta_a < \theta_b. \tag{2}
\]

Assumptions UD, LI, and M together define the MH model (Mokken, 1971, p. 117; Sijtsma & Molenaar, 2002, pp. 22-23).

In addition to UD, LI, and M, it may be assumed that the IRFs do not intersect. This means that the item ordering is the same for every individual, with the possible exception of ties for some \( \theta \)s (Sijtsma & Junker, 1996). Formally, for two items \( j \) and \( i \) and a fixed value \( \theta_0 \), if \( P_j(\theta_0) > P_i(\theta_0) \), then

\[
P_j(\theta) \geq P_i(\theta), \text{ for all } \theta. \tag{3}
\]

This is the assumption of invariant item ordering (IIO) (Sijtsma & Junker, 1996), which is identical to Rosenbaum’s (1987) concept of item \( i \) being uniformly more difficult than item \( j \). An IIO is relevant when person-fit assessment is based on the assumption that the items have the same difficulty ordering for each \( \theta \) (see, e.g., Sijtsma & Meijer, 2001). The model defined by the assumptions of UD, LI, M, and nonintersecting IRFs is Mokken’s double monotonicity (DM) model (Mokken, 1971, p. 118; Sijtsma & Molenaar, 2002, pp. 23-25).

**OR-LCMs.** In OR-LCMs, \( Q \) latent classes are assumed, each with weight \( \omega_q \) \((q = 1, \ldots, Q)\). Each class corresponds to a point on the latent continuum \( \theta \). This means that the latent classes can be ordered such that the first latent class represents the lowest latent trait level and the \( Q \)th latent class the highest latent trait level. For OR-LCMs, the assumptions of LI and M are adapted as follows. Let the conditional response probability of \( X_j = 1 \) within class \( q \) be denoted by \( \pi_{jq} \), with \( j = 1, \ldots, J \) and \( q = 1, \ldots, Q \). Within each class \( q \), the item scores are independent; that is, LI is adapted to

\[
P(X = x|q) = \prod_{j=1}^{J} \pi_{jq}^{x_j} (1 - \pi_{jq})^{1-x_j}. \tag{4}
\]
Assumption M states that the class-specific probabilities $\pi_{jq}$ are nondecreasing in the latent class number; that is,

$$\pi_{j1} \leq \pi_{j2} \leq \cdots \leq \pi_{jq} \quad j = 1, \ldots, J.$$  \hfill (5)

The LCM defined by UD, LI, and M is a discrete version of the MH model. OR-LCMs that assume an IIO can be defined by restrictions on the item parameters, such that for items $j$ and $i$ and a latent class $q_0$, if it is known that $\pi_{jq_0} > \pi_{iq_0}$, then

$$\pi_{jq} \geq \pi_{iq}, \text{ for all } q.$$  \hfill (6)

OR-LCMs and NIRT models postulate flexible models that can be used as the starting point for an IRT analysis and to get insight into the peculiarities of the data (Junker & Sijtsma, 2001b).

3. Person-Fit Measures

Person-fit measures compare a person’s observed item score vector with the expected item score vector (Drasgow, Levine, & McLaughlin, 1987; Meijer & Sijtsma, 2001; Schmitt, Chan, Sacco, McFarland, & Jennings, 1999). There are group-based statistics and IRT-based statistics. Group-based statistics use the expected item score vector on the basis of observed data, whereas IRT-based statistics use the expected item score vector on the basis of an IRT model. Here, two group-based person-fit statistics, an IRT-based person-fit statistic, and a statistic that combines information from the IRT model and the observed data were redefined for OR-LCMs. In earlier research (Glas & Meijer, 2003; Meijer, 1994b), these statistics were found to be relatively powerful. Also, they are much used in practical person-fit analysis (Birenbaum, 1986; Levine & Rubin, 1979; Meijer & Sijtsma, 2001; Nering, 1995, 1997; Reise & Waller, 1993; Zickar & Drasgow, 1996).

3.1 Normed Number of Guttman Errors

The first person-fit measure compares an observed item score vector with the expected item score vector under the deterministic Guttman (1950) model. Large deviations of the observed item score vector from the expected item score vector indicate misfit. For continuous $\theta$ and item location parameter $\delta_j$, the expected item scores under the Guttman model are defined by

$$\theta < \delta_j \leftrightarrow X_j = 0,$$  \hfill (7)

and

$$\theta \geq \delta_j \leftrightarrow X_j = 1,$$  \hfill (8)

for all $j$. For OR-LCMs, the analog of the Guttman model, which is now defined for a discrete latent trait, can be specified as follows. For each item $j$ and each arbitrary latent class, say $q_0$, the latent class Guttman model can be defined by the following pair of equations:

if $\pi_{jq_0} = 0$, then $X_j = 0$ for all $q \leq q_0$,  \hfill (9)

and

if $\pi_{jq_0} = 1$, then $X_j = 1$ for all $q \geq q_0$.  \hfill (10)

Note that the Guttman model and the latent class Guttman model exclude pairs of item scores for which the easier item was answered incorrectly and the more difficult item correctly. Such item score pairs are called Guttman errors.
The item difficulty ordering needed to calculate the number of Guttman errors in the data is based on the proportions of respondents who answered the item correctly, and this ordering is used for each respondent. For OR-LCMs defined by UD, LI, and M, the item difficulty ordering may vary over latent classes. Therefore, the response probabilities $\pi_{jq}$ ($j = 1, \ldots, J$), were used, for the item difficulty ordering in each class separately. This means that for the OR-LCM, the number of Guttman errors was calculated given the item difficulty ordering in the class to which the respondent belongs.

Let in each class $q$ ($q = 1, \ldots, Q$) the items be ordered by decreasing $\pi_{jq}$, and let $r_j(q)$ denote the rank number of item $j$ in class $q$. For example, $r_5(1) = 3$ means that item 5 has rank number 3 in class 1. For a fixed respondent belonging to class $q$ and observed item score pattern $x$ containing $x_+$ correct answers, the number of Guttman errors equals

$$G(q) = \sum_{j=1}^{J} r_j(q)x_j - \sum_{j=1}^{x_+} j. \quad (11)$$

As the maximum value of $G(q)$ varies with $x_+$, measure $G(q)$ was normed by the maximum number of Guttman errors that is possible given $J$ and $x_+$ to be able to compare $G(q)$ for patterns with different number-correct scores (also see Meijer, 1994b). Norming resulted in

$$G^*(q) = \frac{\sum_{j=1}^{J} r_j(q)x_j - \sum_{j=1}^{x_+} j}{x_+(J - x_+)} . \quad (12)$$

The minimum value of $G^*(q)$ equals 0 and is obtained if all correct answers were given to the $x_+$ easiest items. Such a pattern is called a Guttman vector because it is predicted by the latent class Guttman model (equations (9) and (10)). The maximum value of $G^*(q)$ equals 1 and is obtained if all correct answers were given to the $x_+$ most difficult items. Such a pattern is called a reversed Guttman pattern.

Three remarks are in order. First, the dependence of measure $G^*(q)$ on a latent parameter $q$ fits into the Bayesian framework (to be discussed shortly), where model fit can be investigated using measures that are functions of both parameters and data (Gelman et al., 1995, p. 169). Second, measure $G^*(q)$ is not defined when $X_+ = 0$ or $X_+ = J$. In practice, this is not a problem when such extreme scores are rare. Third, Guttman errors are permitted to some degree under probabilistic OR-LCMs and NIRT models. However, a high degree of dissimilarity between the observed item score vector and the Guttman pattern is an indication of misfit.

### 3.2 Van der Flier’s $U3$

The second person-fit measure that was adapted to OR-LCMs was Van der Flier’s (1980) $U3$ statistic. Let $s_j$ be the sample fraction of respondents that answered item $j$ correctly, and assume a numbering of items corresponding with decreasing $s_j$; that is, item 1 is the easiest item and so on. Furthermore, in item score vector $x = (x_1, \ldots, x_J)$, score $x_1$ is the score on the easiest item 1 and so on. Then, $U3$ is defined as

$$U3 = \frac{\sum_{j=1}^{x_+} \logit(s_j) - \sum_{j=1}^{J} x_j \logit(s_j)}{\sum_{j=1}^{x_+} \logit(s_j) - \sum_{j=J-x_++1}^{J} \logit(s_j)} . \quad (13)$$

Measure $U3$ is closely related to $G(q)$ (Van der Flier, 1980). Van der Flier (1980) derived expressions for $E(U3)$ and $Var(U3)$ given $x_+$ and proposed a standardized version of $U3$, called $ZU3$, for
which the null distribution was derived to be asymptotically standard normal. This derivation used the assumption of statistical independence of item scores. Emons et al. (2002) showed that in realistic test situations, the empirical sampling distributions differed from the standard normal distribution.

To assess person fit in OR-LCMs, U3 was implemented as follows. The response probabilities \( \pi_{jq} \) were used for establishing the item difficulty ordering within latent classes \( q \).

Let \( I[r_j(q) \leq x_+] \) be the indicator function with value 1 if the rank of item \( j \) in class \( q \), \( r_j(q) \), is lower than or equal to \( x_+ \) and 0 otherwise. Consider that a respondent who belongs to class \( q \) has a response vector \( x \) containing \( x_+ \) correct answers. Substituting \( s_j \) by \( \pi_{jq} \) in equation (13) and using the class-specific rank ordering of the items in class \( q \) defined by \( r_j(q) \), person-fit measure \( U_3(q) \), which is now a function of \( q \), is defined as

\[
U_3(q) = \frac{U_3(q)_{\text{min}} - \sum_{j=1}^{J} x_j \logit(\pi_{jq})}{U_3(q)_{\text{max}} - U_3(q)_{\text{min}}}
\]

with

\[
U_3(q)_{\text{min}} = \sum_{j=1}^{J} I[r_j(q) \leq x_+] \logit(\pi_{jq})
\]

and

\[
U_3(q)_{\text{max}} = \sum_{j=1}^{J} I[r_j(q) \geq J - x_+ + 1] \logit(\pi_{jq}).
\]

\( U_3(q) \) is not defined for \( x_+ = 0 \) and \( x_+ = J \). It has values in the interval \([0,1]\).

3.3 Log-Likelihood

The third person-fit measure used was the log-likelihood of \( x \), denoted \( \text{Log}L(q) \) (see Levine & Rubin, 1979). Given the observed response vector \( x \) and class-specific item probabilities \( \pi_{jq} \), for a respondent who is a member of class \( q \), person-fit measure \( \text{Log}L(q) \) equals

\[
\text{Log}L(q) = \sum_{j=1}^{J} [x_j \log \pi_{jq} + (1 - x_j) \log(1 - \pi_{jq})].
\]

Measure \( \text{Log}L(q) \) is similar to the \( l \) statistic (Levine & Rubin, 1979). Snijders (2001) derived an asymptotic sampling distribution for a standardized version of \( l \) (Drasgow et al., 1985). This standardized version serves the purposes of reducing the dependence of the outcome of the person-fit analysis on the \( \theta \) level and of having a statistic that has a known sampling distribution. In this study, distributions of statistics were simulated for separate \( \theta \)s, and as a result, standardization was not necessary; see also Glas and Meijer (2003) and Molenaar and Hoijtink (1990).

3.4 Person-Fit Measure \( \zeta \)

The fourth measure studied was

\[
\zeta(q) = \sum_{j=1}^{J} [\pi_{jq} - x_j](s_j - \bar{s}),
\]
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Table 1
Example of $G^*(q)$, $U3(q)$, $\text{Log}L(q)$, and $\zeta(q)$, Applied to Six Item Score Vectors, With $J = 6$, and Known Item Response Probabilities ($\pi_{jq}$)

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_{jq}$</td>
<td>.78</td>
<td>.70</td>
<td>.47</td>
<td>.35</td>
<td>.25</td>
<td>.11</td>
</tr>
<tr>
<td>Item Score Pattern</td>
<td>$G^*(q)$</td>
<td>$U3(q)$</td>
<td>$\text{Log}L(q)$</td>
<td>$\zeta(q)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note. In this example, only one latent class is considered.

Comparison of the four statistics. The four person-fit measures record misfit in different ways. Measures $G^*(q)$ and $U3(q)$ are based on deviations from the expected ranking of correct and incorrect scores under the OR-LCM. When the correct answers are given to the easiest items, there is no indication of misfit. Measures $\text{Log}L(q)$ and $\zeta(q)$, however, compare observed scores with the expectation under the OR-LCM. As a result, person-fit measures may produce different orderings of item score vectors according to increasing magnitude of misfit. To illustrate this, Table 1 gives the values of $G^*(q)$, $U3(q)$, $\text{Log}L(q)$, and $\zeta(q)$ for six item score vectors with known (but arbitrarily chosen) values of $\pi_{jq}$ ($j = 1, \ldots, 6$). For example, $G^*(q)$ indicates perfect fit for the fifth vector, but $\text{Log}L(q)$ indicates that this is the least likely vector but one (i.e., the third vector).

4. Bayesian Goodness-of-Fit Assessment

Model fit can be investigated in a Bayesian context using PPCs (Berkhof et al., 2001; Gelman, Meng, & Stern, 1996; Gelman et al., 1995). A PPC compares the value of a goodness-of-fit statistic based on observed data with the values it would have were the study replicated with the same statistical model and the same values of the model parameters that produced the observed data. If the model fits, replicated data generated under the model should be similar to the observed data (Gelman et al., 1996, p. 165). Compared with classical approaches to goodness-of-fit assessment, the Bayesian approach is useful in particular when complex models are used for which it is impossible to derive the asymptotic distribution of goodness-of-fit statistics or when the asymptotic distribution is insufficiently accurate for realistic sample sizes (Berkhof et al., 2001). A property of PPCs is that...
the fit measure that quantifies the discrepancy between the model and the data can be a function of both the unknown parameters and the data. This property facilitates a flexible way to assess the fit of model characteristics (see Berkhof et al., 2001) and takes the uncertainty about the model parameters explicitly into account. Next, the computation of the PPCs is discussed for $G^*(q)$, $U_3(q)$, $\text{Log} \, L(q)$, and $\zeta(q)$, and Bayesian model estimation is outlined, which precedes the assessment of model fit. Then, the calculation of PPCs and its application to person-fit assessment in OR-LCMs is explained.

**Bayesian Model Estimation**

Bayesian model estimation methods fit a full probability model to a set of data and summarize the results by a posterior probability distribution on the parameters of the model (Gelman et al., 1995, p. 1). For posterior distributions that cannot be expressed in closed form, Markov chain Monte Carlo (MCMC) simulation methods are used to obtain a sample from the posterior distribution of the parameters of the statistical model of interest. This MCMC sample describes the posterior of the model parameters from which point estimates or interval estimates, such as the posterior mode and the standard deviation, can be obtained.

Hoijtink and Molenaar (1997; see also Van Onna, 2002) implemented the Gibbs sampler (Gelfand & Smith, 1990) to obtain samples from the posterior distribution for estimating and assessing model fit of OR-LCMs. The Gibbs sampler starts with the imputation of initial values for the model parameters, $\pi_{jq}^0$ and $\omega_q^0$. Then, an iterative three-step procedure is used in which each parameter or set of parameters is sampled from their posterior distribution conditional on the data and the current values of all other parameters.

Suppose the Gibbs sampler is cycling through the $l$th iteration. In the first step, for each person $v$, class membership is sampled from its conditional posterior distribution given the current values of the parameters, $\pi_{jq}^{l-1}$ and $\omega_q^{l-1}$, and given the observed item score vector for person $v$ (which is $x_v$). In the second step, the class-specific probabilities are sampled given the appropriate inequality constraints on the $\pi_{jq}$s and conditional on class membership of each person obtained in Step 1. In the third step, the class weights $\omega_q$ ($q = 1, \ldots, Q$) are sampled conditional on class membership of each person from Step 1 and the current values of the class-specific probabilities from Step 2. This iterative sampling scheme is repeated until a stable form of the densities is obtained. Hoijtink and Molenaar’s (1997) methodology was adopted in the present study.

**Posterior Predictive Checks**

Suppose a discrepancy measure, $T(x, \xi)$, is a scalar summary of the data $x$ and one or more of the model parameters collected in the vector $\xi$. A PPC for $T(x, \xi)$ compares the value of $T(x, \xi)$ for observed data ($x_{obs}$) with the values $T(x, \xi)$ has for replicated data ($x^{rep}$) under the hypothesized model. Replicated data under this model are data described by the posterior predictive distribution of $x^{rep}$,

$$P(x^{rep}|x_{obs}) = \int P(x^{rep}|\xi) P(\xi|x_{obs}) d \xi. \quad (17)$$

Lack of fit of the posterior predictive distribution to the data can be quantified by evaluating the tail-area probability or $p$ value for $T(x, \xi)$. This quantity defines the probability that the replicated data are more extreme than the observed data, as measured by the discrepancy measure (Gelman et al., 1995, p. 169):

$$\text{Bayes } p \text{ value } = P[T(x^{rep}, \xi) \geq T(x_{obs}, \xi)|x]. \quad (18)$$
The probability in equation (18) is taken over the joint posterior predictive distribution of \( X^{\text{rep}} \) and \( \xi \) (Gelman et al., 1995, p. 169). In practice, the \( p \) value (equation (18)) is computed using posterior simulations of \( \mathbf{x} \) and \( X^{\text{rep}} \) (Gelman et al., 1996, pp. 169-170) with a two-step procedure. First, simulate \( L \) draws from the posterior distribution of \( \xi, P(\xi|X) \). Second, for each sampled vector \( \mathbf{x} \), draw one \( X^{\text{rep}} \) from the predictive distribution, \( P(X^{\text{rep}}|\xi) \). The result is a sample from the joint posterior distribution \( (P(x^{\text{rep}}, \xi)) \). The Bayesian \( p \) value is the proportion of replications for which \( T(x^{\text{rep}}, \xi) \) was more extreme than \( T(x^{\text{obs}}, \xi) \).

4.3 Application of PPCs for the Assessment of Person Fit

From the Gibbs sampler, a sample from the posterior distribution of item parameters and class weights is obtained. This sample was also used to simulate the posterior predictive distribution of the person-fit measures \( G^*(q), U3(q), \text{Log} L(q), \) and \( \zeta(q) \). Because these person-fit measures are a function of both item parameters and class membership \( q \) (see equations (12) and (14)-(16)), posterior simulations of \( q \) for each individual to calculate the PPC were needed.

The following iterative sampling scheme was used. Let \( \theta^*_v \) be the discrete variable for class membership of respondent \( v, \theta^*_v \in \{1, \ldots, Q\} \). In addition, \( \pi_q = (\pi_{1q}, \ldots, \pi_{Jq}) \) is the vector of item parameters in class \( q \), and \( \Pi_l = (\pi_{1l}, \ldots, \pi_{Ql})' \) is the \( J \times Q \) matrix of item parameters, and \( \omega = (\omega_1, \ldots, \omega_q) \) is the vector of class weights. Suppose \( L \) draws are taken from the joint posterior of \( \Pi_l \) and \( \omega \) with \( l = 1, \ldots, L \). Then, for each simulee, the following steps were carried out for each sampled matrix \( (\Pi_l') \) and vector \( \omega' \):

1. Sample class membership, \( \pi^*_v \), from the posterior distribution of \( \theta^*_v \), given \( \Pi_l' \), \( \omega' \), and \( x^{\text{obs}}_v \). For the next two steps, \( q = \pi^*_v \).

2. Sample \( X^{\text{rep}} \) from the predictive distribution of \( x \), given \( \pi^*_l \) and \( x^{\text{obs}}_v \). When \( X^{\text{rep}} \) contained only 1s or 0s, this vector was ignored because \( G^*(q) \) and \( U3(q) \) are not defined for such patterns, and a new item score vector \( X^{\text{rep}} \) was sampled. For comparison purposes, these extreme item score vectors were also ignored for evaluating Bayesian \( p \) values for \( \text{Log} L(q) \) and \( \zeta(q) \), even though these measures are defined for such extreme item score vectors. Note that for a simulee, the predictive distribution of \( X^{\text{rep}} \) (see equation (17), with \( \xi \) replaced by \( q \) and \( \pi \) does not depend on the class weights.

3. Calculate the values of the person-fit measures for \( X^{\text{rep}} \) and \( x^{\text{obs}}_v \), given \( q \) and \( \pi^*_q \): This yields \( T(X^{\text{rep}}, q, \pi^*_q) \) and \( T(x^{\text{obs}}, q, \pi^*_q) \).

Step 3 led to the evaluation of the Bayesian \( p \) values. Finally, it may be noted that \( \zeta(q) \) was computed using fixed \( s_j \) and \( \bar{s} \), which were calculated from the observed data matrix.

5. Simulation Study

5.1 Purpose of the Study

The simulation study had two purposes. First, the ability to detect misfitting item score vectors under OR-LCMs by means of the Bayesian approach using PPCs was compared for the four person-fit measures: \( G^*(q), U3(q), \text{Log} L(q), \) and \( \zeta(q) \). In particular, data under OR-LCMs were simulated, and the Type I error rates and detection rates were studied as a function of test length, kind of model violation representing different types of aberrant response behavior, and number of items that showed misfit. Second, the feasibility of using OR-LCMs to assess person-fit under NIRT models was investigated. In particular, the Type I error rates and detection rates were studied...
for the LCM-adapted person-fit methods when applied to data simulated under a flexible IRT model.

5.2 Method

Data simulation. The IRFs were defined using the four-parameter logistic model (4-PLM) (Hambleton & Swaminathan, 1985, p. 48),

\[ P_j(\theta) = \gamma_j + (\lambda_j - \gamma_j) \frac{\exp[\alpha_j(\theta - \delta_j)]}{1 + \exp[\alpha_j(\theta - \delta_j)]}, \]

(19)

where \( \gamma_j \) is the lower asymptote for \( \theta \to -\infty \), \( \lambda_j \) is the upper asymptote for \( \theta \to \infty \), \( \alpha_j \) is the slope parameter, and \( \delta_j \) is the location parameter. Because this IRF can be bent in many ways, the 4-PLM was considered to have enough flexibility to approximate NIRT models that place only order restrictions on the IRF (e.g., Sijtsma & Meijer, 2001). Data were simulated for \( J = 20 \) and \( J = 40 \). These test lengths represented short and long tests, respectively. For both test lengths, two setups for the parameters of the 4-PLM were used, resulting in one configuration of intersecting IRFs (few restrictions) and one configuration of nonintersecting IRFs (many restrictions). The item parameter values were chosen to be consistent with values that have been observed in practice or that have been used in related simulation studies (see, e.g., Emons et al., 2002; Glas & Meijer, 2003; Hambleton & Swaminathan, 1985, p. 240). In particular, the location parameters (Table 2) of the 4-PLM were chosen to be equally spaced along the latent trait scale (typical of many psychological tests) and well located with respect to the latent trait distribution (i.e., for the particular population, the test contains both easy and difficult items and several items of moderate difficulty in between). IRF slopes (Table 2) were sometimes fixed at an average value for all items and adapted to the dispersion of the latent trait distribution, and sometimes they were drawn from a distribution so as to represent more realistically some variation in item quality. Lower and upper asymptotes (Table 2) were chosen to vary a little but always close to 0 and 1, respectively. This was done to allow the possibility that, for some low-ability respondent, the probability of having a 1 score may be a little higher than 0 (some know just enough to solve the item), but for a high-ability respondent, some items may be easy to solve but not trivial.

Furthermore, data were simulated for a discrete \( \theta \) (OR-LCM) and a continuous \( \theta \) (IRT). The distribution of \( \theta \) was chosen to be a normal distribution with mean \( \mu = 0 \) and variance \( \sigma^2 = 2.75 \). The parameters of the \( \theta \) distribution were chosen such that, in combination with the IRFs, the sum score \( X_+ \) based on simulated data was reliable. For the condition with discrete \( \theta \), five fixed \( \theta \) points were chosen (see lowest panel of Table 2), which resulted in an OR-LCM with five classes. The fixed \( \theta \) values were chosen such that for a normally distributed \( \theta \) with \( \mu = 0 \) and \( \sigma^2 = 2.75 \), they corresponded to percentile scores of 10, 30, 50, 70, and 90. The response probabilities are defined by \( \pi_{jq} = P_j(\theta_q) \) (equation (19)), for \( j = 1, \ldots, J \) and \( q = 1, \ldots, Q \). At each \( \theta_q \) level, 200 item score vectors were simulated. This resulted in 1,000 score vectors in total that were generated by a five–latent class model with uniformly distributed class membership. For continuous \( \theta \), the \( \theta \)s were drawn from a normal distribution with mean \( \mu = 0 \) and variance \( \sigma^2 = 2.75 \). Here, also 1,000 item score vectors were simulated. Because the fit of an item score vector was evaluated conditionally on \( \theta \), the person-fit results are independent of the particular shape of the \( \theta \) distribution. It may be noted that the shape of the \( \theta \) distribution may influence the accuracy of parameter estimates and thus indirectly the person-fit results. However, the effects of the shape of the \( \theta \) distribution on the accuracy of parameter estimates were beyond the scope of the present study. To keep the calculations straightforward, the simulations were based on a uniform \( \theta \) distribution (OR-LCM) and a normal \( \theta \) distribution (IRT). Furthermore, to verify whether \( X_+ \) based on the data was reliable, Cronbach’s
Table 2

Item and Ability Parameter Values Used in the Simulation Study

<table>
<thead>
<tr>
<th>Item Parameter Values</th>
<th>Nonintersecting item response functions (IRFs), $J = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 1$, for all $j$</td>
</tr>
<tr>
<td></td>
<td>$\delta = -2.0, -1.8, \ldots, 2.0$, with $\delta \neq 0.0$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = .25, .24, \ldots, .06$</td>
</tr>
<tr>
<td></td>
<td>$\lambda = .90$ for $j = 1, \ldots, 10$; $\lambda = .85$ for $j = 11, \ldots, 15$; $\lambda = .80$ for $j = 16, \ldots, 20$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Nonintersecting IRFs, $J = 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha = 1$, for all $j$</td>
</tr>
<tr>
<td></td>
<td>$\delta = -2.0, -1.9, \ldots, 2.0$, with $\delta \neq 0.0$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = .40, .39, \ldots, .01$</td>
</tr>
<tr>
<td></td>
<td>$\lambda = .90$ for $j = 1, \ldots, 20$; $\lambda = .85$ for $j = 21, \ldots, 30$; $\lambda = .80$ for $j = 31, \ldots, 40$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Intersecting IRFs, $J = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$ drawn from uniform distribution, $U[0.6,1.4]$</td>
</tr>
<tr>
<td></td>
<td>$\delta = -2.0, -1.8, \ldots, 2.0$, with $\delta \neq 0.0$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = .25, .24, \ldots, .06$</td>
</tr>
<tr>
<td></td>
<td>$\lambda = .90$ for $j = 1, \ldots, 10$; $\lambda = .85$ for $j = 11, \ldots, 15$; $\lambda = .80$ for $j = 16, \ldots, 20$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Intersecting IRFs, $J = 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$ drawn from uniform distribution, $U[0.6,1.4]$</td>
</tr>
<tr>
<td></td>
<td>$\delta = -2.0, -1.9, \ldots, 2.0$, with $\delta \neq 0.0$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = .40, .39, \ldots, .01$</td>
</tr>
<tr>
<td></td>
<td>$\lambda = .90$ for $j = 1, \ldots, 20$; $\lambda = .85$ for $j = 21, \ldots, 30$; $\lambda = .80$ for $j = 31, \ldots, 40$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Ability parameters for discrete $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_1 = -3.52$; $\theta_2 = -1.43$; $\theta_3 = 0.00$; $\theta_4 = 1.43$; $\theta_5 = 3.52$</td>
</tr>
</tbody>
</table>

(1951) alpha was calculated for each combination of test length, discrete or continuous $\theta$, and the two configurations of IRFs. All alphas were at least .84.

Simulating item score vectors under aberrant response behavior. Item score vectors were simulated for two types of aberrant response behavior, labeled as Cheating and Inattention. For Cheating, it was assumed that students make a strategic choice when they do not master the textbook well enough. So they are not copying from just anyone who happens to sit next to them, but they make a rational choice to sit next to a high-ability student. It is also assumed that this high-ability neighbor has the answers correct. To simulate this, item scores were generated under the 4-PLM, but for the items with the highest $\delta$ values, the probability of a 1 score was fixed to 1.00. It may be noted that this also simulates preknowledge of the more difficult items. The sample contained only cheaters because the focus was on the detection rate of this kind of aberrant response behavior. For Inattention, it was assumed that some students underestimated the level of some of the easier items and misread them quite seriously. This lowered their probability of a correct answer to .25. This was simulated by a response probability of .25 for the items with the lowest $\delta$ values. Such spuriously low probabilities may also simulate test anxiety or fumbling (Haladyna, 1994; Meijer, 1994a). In both cases, a deterministic parameter setup was chosen for simplicity.
The Achilles heel of person-fit research is that the sample size is \( J \), which in most tests is a small number. This small sample size also produces unreliable total scores (often, number-correct scores) in classical test theory and inaccurate latent trait estimates in IRT. Based on this unreliability, it was expected that no statistical method is able to accurately find person misfit on the basis of 1 (or 2 or 3) binary item score only. Thus, for both types of aberrant response behavior, simulees showed misfit to \( J_{\text{misfit}} = 5, 8, \) or 10 items.

The result is a design with 2 (discrete \( \theta \) and continuous \( \theta \)) \( \times \) 2 (intersecting and nonintersecting IRFs) \( \times \) 2 (test length) \( \times \) 2 (type of aberrant behavior) \( \times \) 3 (level of misfit) = 48 cells. Furthermore, to investigate the stability of the results, 50 replications were simulated for several representative cells.

**Dependent variables.** The dependent variables were the mean and the standard error of the Type I error rates and the detection rates, evaluated at three nominal significance levels: .01, .05, and .10. The detection rates were investigated using a two-step procedure. First, a data set of 1,000 item score vectors was simulated under the null model of normal response behavior. This data set is the calibration sample, denoted by \( X_{\text{cal}} \). The OR-LCM was fit to \( X_{\text{cal}} \) using the Bayesian estimation approach, yielding samples from the posterior distributions of all item parameters. Second, data sets were simulated under the model of aberrant response behavior, meaning that all item score vectors showed misfit. Then, the person-fit measures were applied to each of these aberrant behavior data matrices, and the PPCs were calculated using the sample from the posterior distributions of the item parameters obtained in Step 1. The detection rate is the proportion of item score vectors classified as aberrant. It may be noted that in most applications, the items are calibrated before they are put into actual practice (see Meijer, 1996).

**Estimating the OR-LCM.** The program ORCA (Van Onna, 2002) was used to estimate the OR-LCM and to sample from the posterior distributions of the item and class weight parameters. For the item parameters, the beta distribution with hyperparameters equal to 1 was used as the prior distribution; for the latent class weights, the Dirichlet distribution with hyperparameters equal to 1 was used as the prior distribution. Furthermore, the proportions \( s_j \) were used as starting values for the item parameters. For all class weights, \( Q^{-1} \) was used as the starting value. The number of iterations for the Gibbs sampler was fixed to 13,250, and the first 2,000 iterations served as burn-in iterations that were ignored in the statistical analysis. For the remaining iterations, sampled values from each 15th iteration were saved, yielding 750 samples from the posterior. These draws were used for the statistical analysis.

### 5.3 Results

#### 5.3.1 Results for the Type I Error Rates

Table 3 shows the Type I error rates for the 20-item and 40-item tests for simulated data based on discrete \( \theta \) (left-hand panel) and continuous \( \theta \) (right-hand panel). The upper panel shows the results for intersecting IRFs, and the lower panel shows the results for nonintersecting IRFs. For intersecting IRFs and discrete \( \theta \), in most conditions, the Type I error rates were smaller than the nominal significance level, meaning that the person-fit tests were conservative. The most conservative person-fit measure was \( \log L(q) \). In addition, simulated Type I error rates that exceeded the nominal significance level were found mainly for \( \zeta(q) \). Differences between the simulated Type I error rates and nominal significance levels were smaller than .002 for \( \alpha = .01 \), smaller than .017 for \( \alpha = .05 \), and smaller than .028 for \( \alpha = .10 \).

The Type I error rates found for nonintersecting IRFs were close to the Type I error rates for intersecting IRFs. The largest difference found was .039 for \( \zeta(q) \) at \( \alpha = .10 \). Thus, intersection of
Table 3
Type I Error Rates for Three Significance Levels, for Data Simulated Based on Discrete $\theta$ and Continuous $\theta$, for Two Levels of Test Length and Two Configurations of Item Response Functions (IRFs)

<table>
<thead>
<tr>
<th></th>
<th>Discrete $\theta$</th>
<th>Continuous $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$J = 20$</td>
<td>$J = 40$</td>
</tr>
<tr>
<td></td>
<td>$J = 20$</td>
<td>$J = 40$</td>
</tr>
<tr>
<td>$G^*(q)$</td>
<td>.005 .038 .090</td>
<td>.007 .044 .106</td>
</tr>
<tr>
<td>$U^3(q)$</td>
<td>.006 .039 .093</td>
<td>.013 .043 .097</td>
</tr>
<tr>
<td>Log$L(q)$</td>
<td>.005 .032 .075</td>
<td>.003 .030 .082</td>
</tr>
<tr>
<td>$\zeta(q)$</td>
<td>.012 .067 .128</td>
<td>.011 .042 .082</td>
</tr>
<tr>
<td>$G^*(q)$</td>
<td>.004 .035 .083</td>
<td>.009 .062 .111</td>
</tr>
<tr>
<td>$U^3(q)$</td>
<td>.004 .036 .087</td>
<td>.013 .062 .114</td>
</tr>
<tr>
<td>Log$L(q)$</td>
<td>.004 .028 .070</td>
<td>.006 .045 .083</td>
</tr>
<tr>
<td>$\zeta(q)$</td>
<td>.008 .041 .086</td>
<td>.007 .045 .093</td>
</tr>
</tbody>
</table>

IRFs had a minor effect on the Type I error rates. Furthermore, the Type I error rates for continuous $\theta$ were close to those for discrete $\theta$. For the 20-item test, differences between Type I error rates for continuous and discrete $\theta$ ranged from .001 to .005 for $\alpha = .01$, from .001 to .026 for $\alpha = .05$, and from .001 to .019 for $\alpha = .10$. It was concluded that the distribution of $\theta$ had only a small effect on the person-fit tests.

For the 40-item test, the Type I error rates were comparable to those found for the 20-item test. In general, the Type I error rates showed only small deviations from the nominal Type I error rates, and no main trends were found. For both discrete $\theta$ and continuous $\theta$, differences were found that ranged from .001 to .007 for $\alpha = .01$, from .002 to .027 for $\alpha = .05$, and from .004 to .028 for $\alpha = .10$. Comparison of the Type I error rates for discrete $\theta$ with those for continuous $\theta$ again showed small differences ranging from .000 to .004 for $\alpha = .01$, from .003 to .019 for $\alpha = .05$, and from .001 to .019 for $\alpha = .10$. The person-fit measures $G^*(q)$ and $U^3(q)$ were less conservative for continuous $\theta$ than for discrete $\theta$. At the 5% significance level, the Type I error rates for $G^*(q)$ and $U^3(q)$ were somewhat higher than the nominal significance level.

Stability of Type I error rates. For simulated data based on a discrete $\theta$, the standard errors (SEs) of the simulated Type I error rates for $G^*(q)$, $U^3(q)$, and Log$L(q)$ were below .003 for $\alpha = .01$, below .008 for $\alpha = .05$, and below .015 for $\alpha = .10$ (not tabulated). The SEs of the Type I error rates for $\zeta(q)$ were, in general, twice as high as the others. For continuous $\theta$, the SEs were somewhat smaller than those for discrete $\theta$. Moreover, the SEs for $\zeta(q)$ were similar to those for the other person-fit measures.

5.3.2 Results for the Detection Rates

Table 4 shows the detection rates of the four person-fit measures at three nominal significance levels, for data based on a discrete $\theta$ and intersecting IRFs, for two test lengths, three levels of misfit, and two types of aberrant response behavior. For Cheating (left-hand panel of Table 4), it can be seen that, except for Log$L(q)$, the detection rates were increased with larger numbers of misfitting
Table 4
Detection Rates for Three Significance Levels, for Data Simulated Based on Discrete θ and Intersecting Item Response Functions (IRFs), Generated for Cheating and Inattention

<table>
<thead>
<tr>
<th></th>
<th>Cheating</th>
<th>Inattention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(J = 20)</td>
<td>(J = 40)</td>
</tr>
<tr>
<td></td>
<td>.01 .05 .10</td>
<td>.01 .05 .10</td>
</tr>
<tr>
<td>(J_{\text{misfit}} = 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(G^*(q))</td>
<td>.311 .619 .767</td>
<td>.325 .581 .718</td>
</tr>
<tr>
<td>(U3(q))</td>
<td>.322 .640 .791</td>
<td>.335 .587 .740</td>
</tr>
<tr>
<td>(\log L(q))</td>
<td>.387 .504 .571</td>
<td>.297 .525 .631</td>
</tr>
<tr>
<td>(\zeta(q))</td>
<td>.414 .607 .735</td>
<td>.379 .578 .702</td>
</tr>
<tr>
<td>(J_{\text{misfit}} = 8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(G^*(q))</td>
<td>.438 .802 .907</td>
<td>.514 .764 .862</td>
</tr>
<tr>
<td>(U3(q))</td>
<td>.469 .824 .918</td>
<td>.571 .829 .919</td>
</tr>
<tr>
<td>(\log L(q))</td>
<td>.363 .460 .517</td>
<td>.480 .608 .667</td>
</tr>
<tr>
<td>(\zeta(q))</td>
<td>.528 .747 .868</td>
<td>.554 .753 .862</td>
</tr>
<tr>
<td>(J_{\text{misfit}} = 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(G^*(q))</td>
<td>.552 .906 .967</td>
<td>.639 .874 .934</td>
</tr>
<tr>
<td>(U3(q))</td>
<td>.595 .912 .969</td>
<td>.719 .925 .974</td>
</tr>
<tr>
<td>(\log L(q))</td>
<td>.303 .399 .470</td>
<td>.495 .600 .658</td>
</tr>
<tr>
<td>(\zeta(q))</td>
<td>.581 .815 .927</td>
<td>.610 .839 .932</td>
</tr>
</tbody>
</table>

items. The detection rates for \(\log L(q)\), however, were lower, and for \(J_{\text{misfit}} = 8\) or 10, they were much smaller than for the other three person-fit measures. For example, for \(J_{\text{misfit}} = 8\) and \(\alpha = .05\), the detection rate for \(\log L(q)\) was .460, whereas the detection rates for the other three person-fit measures were .75 or higher. The differences between the detection rates for \(G^*(q)\), \(U3(q)\), and \(\zeta(q)\) ranged from .033 to .103 for \(J_{\text{misfit}} = 5\), from .050 to .090 for \(J_{\text{misfit}} = 8\), and from .042 to .097 for \(J_{\text{misfit}} = 10\). Furthermore, it can be seen that for \(\alpha = .05\) and \(\alpha = .10\), measure \(U3(q)\) yielded the highest detection rates at all levels of misfit. For \(\alpha = .01\), however, \(\zeta(q)\) was most effective for \(J_{\text{misfit}} = 5\) and \(J_{\text{misfit}} = 8\), and \(U3(q)\) was most effective for \(J_{\text{misfit}} = 5\).

In general, for Inattention (right-hand panel of Table 4), the detection rates were substantially lower than for Cheating. In particular, for \(J_{\text{misfit}} = 5\), the person-fit measure \(\log L(q)\) performed better than the other three measures. For a larger number of misfitting items, however, differences between the detection rates of \(\log L(q)\) and the other measures were smaller; for \(J_{\text{misfit}} = 10\), measure \(G(q)\) and \(U3(q)\) performed better than \(\log L(q)\) and \(\zeta(q)\); differences between detection rates for \(G^*(q)\), \(U3(q)\), and \(\zeta(q)\) were .11 for \(\alpha = .01\), .03 for \(\alpha = .05\), and .020 for \(\alpha = .10\). Thus, at significance levels of .05 and .10 and \(J_{\text{misfit}} = 10\), these three person-fit measures performed equally well. For the 40-item test, the detection rates were comparable with those found for the 20-item test. It is interesting to note that for \(J_{\text{misfit}} = 5\), the detection rates for the 20-item test were close to the detection rates for the 40-item test. Thus, it was the number of misfitting items, not the proportion of misfitting items, that affected the detection rates of the person-fit measures.
Because the results in the other conditions were, to a large extent, similar to the results for discrete $\theta$ with intersecting IRFs (Table 4), the discussion of these results is brief. In Table 5, it can be seen that for the 20-item test based on nonintersecting IRFs and discrete $\theta$, the detection rates were somewhat higher than for intersecting IRFs (see Table 4), but for the 40-item test, the reverse result was found (cf. Tables 4 and 5). An exception was found for $\text{Log} L(q)$, which performed better for tests with nonintersecting IRFs for both the $J = 20$ and the $J = 40$. In addition, compared with the other measures, for nonintersecting IRFs, $J = 40$ and $J_{\text{misfit}} = 5$ (upper panel of Table 5), statistic $\text{Log} L(q)$ had the highest detection rates. Thus, test length and nonintersection of IRFs both had an effect on the effectiveness of $\text{Log} L(q)$.

The detection rates for continuous $\theta$, the 20-item test and the 40-item, and intersecting IRFs can be found in Table 6. Compared with the detection rates for discrete $\theta$ (see Table 4), the detection rates for the Cheating condition were smaller for $G^*(q)$, $U3(q)$, and $\text{Log} L(q)$, whereas $\zeta(q)$ showed higher detection rates. For Inattention, the results were similar. Person-fit measure $\zeta(q)$ performed better for continuous $\theta$ in almost all conditions. There were no large effects of the $\theta$ distribution on the detection rates of the person-fit measures.

For continuous $\theta$, $J = 20$, and nonintersecting IRFs, the detection rates for discrete $\theta$ (Table 5) were higher than those for continuous $\theta$ (Table 7). Also, Table 7 shows that for Cheating, person-fit measure $\zeta(q)$ performed well for $\alpha = 0.01$, and $J_{\text{misfit}} = 8$ and $J_{\text{misfit}} = 10$. For the 40-item test, for $G^*(q)$ and $U3(q)$, the detection rates for Cheating were higher for continuous $\theta$ (see Table 5) than...
Table 6
Detection Rates for Three Significance Levels, for Data Simulated Based on Continuous $\theta$ and Intersecting Item Response Functions (IRFs), Generated for Cheating and Inattention

<table>
<thead>
<tr>
<th>Cheating</th>
<th></th>
<th>Inattention</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$J = 20$</td>
<td>$J = 40$</td>
<td>$J = 20$</td>
<td>$J = 40$</td>
</tr>
<tr>
<td></td>
<td>.01</td>
<td>.05</td>
<td>.10</td>
<td>.01</td>
</tr>
<tr>
<td>$J_{\text{misfit}} = 5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^*(q)$</td>
<td>.308</td>
<td>.609</td>
<td>.768</td>
<td>.295</td>
</tr>
<tr>
<td>$U3(q)$</td>
<td>.313</td>
<td>.634</td>
<td>.790</td>
<td>.317</td>
</tr>
<tr>
<td>$\log L(q)$</td>
<td>.368</td>
<td>.473</td>
<td>.541</td>
<td>.314</td>
</tr>
<tr>
<td>$\zeta(q)$</td>
<td>.426</td>
<td>.654</td>
<td>.780</td>
<td>.342</td>
</tr>
<tr>
<td>$J_{\text{misfit}} = 8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^*(q)$</td>
<td>.443</td>
<td>.806</td>
<td>.914</td>
<td>.505</td>
</tr>
<tr>
<td>$U3(q)$</td>
<td>.478</td>
<td>.832</td>
<td>.926</td>
<td>.518</td>
</tr>
<tr>
<td>$\log L(q)$</td>
<td>.356</td>
<td>.462</td>
<td>.512</td>
<td>.491</td>
</tr>
<tr>
<td>$\zeta(q)$</td>
<td>.526</td>
<td>.754</td>
<td>.892</td>
<td>.521</td>
</tr>
<tr>
<td>$J_{\text{misfit}} = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G^*(q)$</td>
<td>.481</td>
<td>.868</td>
<td>.959</td>
<td>.584</td>
</tr>
<tr>
<td>$U3(q)$</td>
<td>.527</td>
<td>.890</td>
<td>.962</td>
<td>.618</td>
</tr>
<tr>
<td>$\log L(q)$</td>
<td>.279</td>
<td>.369</td>
<td>.438</td>
<td>.498</td>
</tr>
<tr>
<td>$\zeta(q)$</td>
<td>.542</td>
<td>.797</td>
<td>.950</td>
<td>.591</td>
</tr>
</tbody>
</table>

for discrete $\theta$ (Table 7) in most cases; for $\log L(q)$ and $\zeta(q)$, the detection rates for continuous $\theta$ were somewhat lower than for discrete $\theta$. For Inattention, the effects of the $\theta$ distribution on the detection rates were similar to those for Cheating, except for $\log L(q)$.

**Stability of the detection rates.** For discrete $\theta$, the SEs of the simulated detection rates for $G^*(q)$ and $U3(q)$ ranged from .02 to .06, except for $J_{\text{misfit}} = 10$ and $\alpha = .01$, for which the SEs were .10 or .11. The SEs of the detection rates for $\log L(q)$ ranged from .01 to .02, and for $\zeta(q)$, they ranged from .09 to .17. For continuous $\theta$, the SEs of the detection rates for $G^*(q)$, $U3(q)$, and $\log L(q)$ ranged from .02 to .04 for all nominal significance levels and all levels of $J_{\text{misfit}}$. For $\zeta(q)$, the SEs ranged from .07 to .12, meaning that $\zeta(q)$ is more sensitive to sampling fluctuations than the other three person-fit measures.

6. Discussion

This study investigated person-fit assessment using OR-LCMs. Two topics were investigated. First, the Type I error rates and the detection rates of four person-fit measures were compared. Simulations showed that, with a few exceptions, all person-fit measures were somewhat conservative with respect to Type I error rates. No condition was found in which Type I error rates were substantially greater than the nominal significance level. Furthermore, the detection rate largely depended on the number of misfitting items and the type of aberrant response behavior. None of the person-fit measures stood out with respect to detection rates. Thus, a general preference for one person-fit measure cannot be put forward. As shown by the results, the best choice for a specific
Table 7
Detection Rates for Three Significance Levels, for Data Simulated Based on Continuous $\theta$ and Nonintersecting Item Response Functions (IRFs), Generated for Cheating and Inattention

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
 & \multicolumn{3}{c|}{Cheating} & \multicolumn{3}{c|}{Inattention} \\
\hline
 & $J = 20$ & $J = 40$ & $J = 20$ & $J = 40$ \\
\hline
 & .01 & .05 & .10 & .01 & .05 & .10 & .01 & .05 & .10 \\
\hline
$J_{\text{misfit}} = 5$ &  &  &  &  &  &  &  &  &  \\
$G^* (q)$ & .238 & .503 & .675 & .313 & .545 & .656 & .087 & .348 & .515 \\
$U3 (q)$ & .238 & .542 & .703 & .345 & .563 & .681 & .075 & .339 & .545 \\
$\log L(q)$ & .396 & .509 & .571 & .346 & .531 & .612 & .157 & .350 & .454 \\
$\zeta(q)$ & .382 & .578 & .691 & .342 & .531 & .630 & .235 & .402 & .505 \\
\hline
$J_{\text{misfit}} = 8$ &  &  &  &  &  &  &  &  &  \\
$U3 (q)$ & .363 & .675 & .835 & .531 & .777 & .878 & .205 & .460 & .598 \\
$\log L(q)$ & .336 & .430 & .493 & .508 & .622 & .673 & .302 & .457 & .519 \\
$\zeta(q)$ & .509 & .722 & .848 & .515 & .685 & .795 & .364 & .512 & .610 \\
\hline
$J_{\text{misfit}} = 10$ &  &  &  &  &  &  &  &  &  \\
$G^* (q)$ & .336 & .781 & .941 & .575 & .835 & .929 & .253 & .482 & .591 \\
$U3 (q)$ & .388 & .766 & .940 & .623 & .890 & .959 & .241 & .484 & .591 \\
$\log L(q)$ & .285 & .378 & .461 & .522 & .591 & .628 & .318 & .445 & .514 \\
$\zeta(q)$ & .572 & .775 & .886 & .573 & .781 & .905 & .341 & .490 & .584 \\
\hline
\end{tabular}

person-fit measure should be based on, for example, the type of aberrant behavior to be studied and the hypothesized IRT model. For example, if cheating is expected, $G^* (q)$ or $U3 (q)$ should be used but not $\log L(q)$ due to the reduced detection rates for larger numbers of misfitting items.

Second, the feasibility of the OR-LCM approach to investigate person fit in NIRT models was studied. Apart from minor differences, the Type I error rates and the detection rates for continuous $\theta$ were comparable to those obtained for discrete $\theta$. From this, it may be concluded that OR-LCMs may be used to investigate person fit in NIRT models. Moreover, the results also showed that an OR-LCM with relatively few latent classes was sufficiently accurate to approximate the NIRT model for person-fit assessment.

This study simulates person-fit assessment in applications in which data have been collected before the test is used in actual practice. In various test applications, previously collected data may not be available due to, for example, privacy or security reasons. In these cases, the model parameters have to be estimated from the sample at hand. Future research may focus on the sensitivity of the Type I error rates and the detection rates of the OR-LCM person-fit measures when the OR-LCMs are estimated from data that contain misfitting item score vectors. Meijer (1996) showed that the power of person-fit measures was reduced when the item and test characteristics were obtained in a sample that contained misfitting item scores. Subsequent research may focus on the effect sizes of misfitting item score vectors in the sample used to estimate the model on the performance of the person-fit measures.

Other research may based on person misfit that is the result of multidimensionality of measurement for some respondents but not all (Klauer, 1995). Thus, an appropriate multidimensional latent
trait vector may be simulated and the performance of OR-LCM person-fit statistics studied. Also, performance of OR-LCM person-fit statistics may be investigated for aberrant response behavior that is typical of personality testing, as opposed to cheating and inattention, which are more typical of ability testing. In a personality measurement context, the use of polytomous item scores also would seem to be an obvious choice.

Another research topic is the use of a mixture modeling approach, whereby the OR-LCM that explains response behavior has additional classes that specify certain types of aberrant response behavior. Such an approach was advocated by Van den Wittenboer et al. (2000), who used Guttman-based LCMs plus one or more latent classes that represent certain types of aberrant response behavior, such as guessing. It may be noted that person-fit analysis using the OR-LCM and NIRT approaches is useful, particularly when a parametric IRT model does not fit the data. This is due to their often weaker assumptions and, as a consequence, their greater orientation toward data analysis than model fitting (e.g., Junker & Sijtsma, 2001a). The main problems with person-fit analysis, both nonparametric and parametric, are the limited sample size (J) and the inherent unreliability of individual item scores (Meijer, Sijtsma, & Molenaar, 1995). There is little that can be done about this, unless tests are made much longer and only high-quality items are admitted to tests. Very long tests are not realistic given limited testing time and a finite motivation of respondents for answering more and more items, and high-quality items are sparse. Research has been started that combines a person-fit methodology (a combination of global, graphical, and local person-fit methods; see Emons, 2003a) with the use of auxiliary information from background variables, such as educational results and school performance. The person-fit methodology allows one to look at the same data from different angles. By combining results with other information about the respondents, it is hoped that more powerful and stable conclusions about individuals’ performance can be reached.
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