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ABSTRACT

In every cross-cultural study, the question as to whether test scores obtained in different cultural populations can be interpreted in the same way across these populations has to be dealt with. Bias and equivalence have become the common terms to refer to the issue. A taxonomy of both bias and equivalence is presented. Bias can be engendered by the theoretical construct (construct bias), the method such as the form of test administration (method bias), and the item content (item bias).

Equivalence refers to the of comparability across cultures. Three levels of equivalence are possible: the same construct is measured in each cultural group but the functional form of the relationship between scores obtained in various groups is unknown (structural equivalence), scores have the same measurement unit across populations but have different origins (measurement unit equivalence), and scores have the same measurement unit and origin in all populations (full scale equivalence). The most frequently encountered sources of bias and their remedies are described.
This article will discuss bias and equivalence in cross-cultural assessment. We will start with a taxonomy of bias and equivalence (cf. Van de Vijver & Leung, 1997a, 1997b). A lot of cross-cultural research involves the application of instruments in various linguistic groups. Thus, the types of multilingual studies and their impact on bias and equivalence are discussed in the second section. The third section describes common sources of bias. The question of how to identify and to remove bias is discussed in the fourth section. Finally, conclusions are presented.

BIAS AND EQUIVALENCE: DEFINITIONS AND TAXONOMY

BIAS

Suppose that a geography test contains the item "What is the capital of Poland?" This test is administered to pupils in a large international educational achievement survey. The proportion of correct answers to the item will depend on, among other things, the pupils’ level of intellectual abilities, the quality of their geography education, and the distance of their country to Poland. Assuming that samples have been carefully composed, the question will enable an adequate comparison of the differences in knowledge of this particular item across all countries. However, suppose that the domain of the test is broader and that this item is used to assess geographical knowledge. Distance of the country to Poland will now become a nuisance variable. Pupils from central Europe are put at an advantage in comparison with pupils from, say, Australia and the U.S.A. Such problems, known as bias, are common in cross-cultural assessment. More generally, bias occurs if score differences on the indicators of a particular construct (e.g., percentage of students knowing that
Warsaw is Poland’s capital) do not correspond to differences in the underlying trait or ability (e.g., geography knowledge). Inferences based on biased scores are invalid and often do not generalize to other instruments measuring the same underlying trait or ability. Equivalence can be defined as the opposite of bias. However, historically, they have slightly different roots and as a consequence, they have become and remained associated with different aspects of cross-cultural score comparisons. Bias has become the generic term for nuisance factors in cross-cultural score comparisons whereas equivalence tends to be more associated with measurement level issues in cross-cultural score comparisons. Both bias and equivalence are pivotal concepts in cross-cultural assessment. Equivalence of measures (or lack of bias) is a prerequisite for valid comparisons across cultural populations.

The above example may well serve to illustrate an important characteristic of bias and equivalence: Both concepts do not refer to intrinsic properties of an instrument but to characteristics of a cross-cultural comparison of that instrument. Statements about bias always refer to applications of an instrument in a particular cross-cultural comparison. An instrument that reveals bias in a comparison of German and Japanese individuals may not show bias in a comparison of German and Danish subjects.

The history of psychology has shown various examples of sweeping generalizations about differences in abilities and traits of cultural populations which, upon close scrutiny, were based on psychometrically poor measures. In order to avoid making such sweeping statements which may attract much initial attention but which eventually do a disservice to the field, the absence of bias (i.e., equivalence) should be demonstrated instead of simply assumed (Poortinga & Malpass, 1986).
In order to facilitate the examination of bias, the following taxonomy may be useful. Three kinds of bias are distinguished here (Van de Vijver & Leung, 1997a, 1997b; Van de Vijver & Poortinga, 1997). The first one is construct bias. It occurs if the construct measured is not identical across cultural groups. Western intelligence tests provide a good example. In most general intelligence tests, there is an emphasis on reasoning, acquired knowledge, and memory. Social aspects of intelligence are often less emphasized. However, there is ample empirical evidence that the latter aspects may be more prominent in non-Western settings (e.g., Super, 1983). The term "intelligence" as commonly applied in psychology does not do justice to its specific domain of application which is education. Binet’s assignment to design a test to detect children with learning problems which led to the development of intelligent tests as we know them, is still discernible. The domain of the tests would be more appropriately called "scholastic intelligence."

A second example of construct bias can be found in the work on filial piety (i.e., behaviors associated with being a good son or daughter; Ho, 1996). Compared to Western societies, children in Chinese societies have more and different obligations towards their parents. The difference may be caused by education and income. For instance, Kagiticbasi (1996) found in Turkey that "help with household chores" lost salience for parents with increased education. Similarly, the value of children as old age security for the parents decreases with the level of income. Therefore, a comparison of filial piety across cultural populations is susceptible to construct bias. When based on a Western conception, the instrument will not cover all relevant aspects in a non-Western context. Analogously, an instrument based on a Chinese concept will contain behaviors such as the readiness to take care of one’s parents financially in their old age which are only marginally related to the Western concept
of filial piety. When based on a collectivist notion, the instrument will be overinclusive and will contain various items that may well show little interpersonal variation and induce a poor reliability of the instrument in a Western culture.

The question to be asked is how to deal with construct bias: Is it possible to compare filial piety between individuals living in Western and non-Western cultures? Probably, the easiest solution is to specify the theoretical conceptualization underlying the measure. If the set of relevant Western behaviors is a subset of the non-Western set, then the comparison can be restricted to the Western set while acknowledging the incompleteness of the measure for the non-Western group.

The second type is method bias. The term "method bias" is coined because it derives from aspects described in the Method section of empirical papers. Three types of method bias can be envisaged. First, incomparability of samples on aspects other than the target variable can lead to method bias (sample bias). For instance, cultural groups often differ in educational background and, when dealing with mental tests, these differences can confound real population differences on a target variable. Intergroup differences in motivation can be another source of method bias caused by sample incomparability. For instance, subjects who have been frequently exposed to psychological tests will show less motivation than subjects for whom the instrument and/or the test situation has high novelty.

Method bias also refers to problems deriving from instrument characteristics (instrument bias). A well-known example is stimulus familiarity. Deregowski and Serpell (1971) asked Scottish and Zambian children in one condition to sort miniature models of animals and motor vehicles, and in another condition to sort photographs of these models. Although no cross-cultural differences were found for the actual models, the Scottish children obtained higher scores than the Zambian children when
photographs were sorted. Response procedures can also induce method bias. Serpell (1979) asked Zambian and British children to reproduce a pattern using paper-and-pencil, plasticine, configurations of hand positions, and iron wire (making models with iron wire is a popular pastime among Zambian boys). The British scored significantly higher in the paper-and-pencil procedure while the Zambians scored higher when iron wires were utilized. An example using questionnaires can be found in the work by Hui and Triandis (1989). Hispanics tended to choose extremes on a five-point rating scale more often than White Americans. This tendency was, however, not found when a ten-point scale was used.

A final type of method bias arises from administration problems (administration bias). Communication problems between interviewers and interviewees can easily occur, especially, when they have different first languages and cultural backgrounds (cf. Gass & Varonis, 1991). Interviewees’ insufficient knowledge of the testing language and inappropriate modes of address or cultural norm violations on the part of the interviewer (e.g., Goodwin & Lee, 1994) can seriously endanger the collection of appropriate data.

Method bias can have devastating consequences on the validity of cross-cultural comparisons. Method bias will often lead to a shift in average scores. For example, stimulus familiarity and social desirability tend to influence all items of an instrument and, hence, they will induce a change in average scores. Such a change may occur independent of possible cross-cultural differences on the target variable. For example, suppose that attitudes towards soft drug use are measured among youngsters in France and the Netherlands using face-to-face interviews. The answers given by the youngsters may well be influenced by the more restrictive laws surrounding soft drug use in France as compared to the Netherlands. The question
about possible cross-national differences in attitudes towards drug use can be confounded by differential social desirability. In general, method bias can affect observed intergroup differences. Attempts to disentangle method bias and valid cross-cultural differences is anything but trivial. Neglecting the impact of method bias can seriously threaten the validity of inferences. In the example above, if the assessment method used is less prone to induce social desirability (e.g., an anonymous administration of the questionnaire in large groups), another pattern of French-Dutch differences may be observed.

A final type is item bias or differential item functioning (e.g., Berk, 1982; Holland & Wainer, 1993). Unlike construct and method bias, item bias refers to distortions at item level. Biased items have a different psychological meaning across cultures. Suppose that the subjects’ responses in one cultural group are partly determined by social desirability for one item of a self-report inventory. Then, a comparison of total test scores across cultures would be invalid when this item is included. Item bias has received considerable attention in the literature; most studies of bias focused on exploring and testing statistical procedures to identify item bias. From a statistical-methodological perspective, an item is taken to be biased if persons from different groups with the same score on the construct, commonly operationalized as the total score on the instrument, do not have the same expected score on the item (Shepard, Camilli, & Averill, 1981). For persons from different cultural groups with equal total scores (i.e., persons from different cultural groups who are equally intelligent, anxious or whatever is measured), an unbiased item should be equally difficult (or attractive). Thus, they should have equal mean scores across the cultural groups; different means on that item point to item bias.
Many statistical techniques are available to detect item bias (cf. Holland & Wainer, 1993; Van de Vijver & Leung, 1997a, 1997b). The most popular procedure is the Mantel-Haenszel statistic (cf. Holland & Thayer, 1988; Klieme & Stumpf, 1991). It is a procedure for analyzing bias in dichotomously scored items which are common in mental tests. Suppose that a test of 6 items had been administered to two cultural groups of 1000 persons each. In the first step of the Mantel-Haenszel procedure, both samples will be split up in subgroups with equal test scores. Subjects solving either none or all items do not provide information as to whether an item is biased and must, therefore, be excluded from the Mantel-Haenszel bias analyses. Thus, within each culture, the first subgroup will consist of subjects with a total test score of one, the next subgroup with a total score of two, and so on. The Mantel-Haenszel procedure then compares the averages of the items across score groups. An unbiased item will show averages that, for all score groups, are equal across cultures. Items that are easier or more difficult in most or all score groups of one of the cultures are taken to be biased.

EQUIVALENCE

It has become customary to treat equivalence from a measurement level perspective. We will also do this here and adopt the levels of equivalence proposed by Van de Vijver and Leung (1997a, 1997b; see Poortinga, 1989, for a similar approach). A distinction can be made between hierarchically linked types of equivalence. The first is construct equivalence (also labeled structural equivalence and functional equivalence). It means that the same construct is measured across all cultural groups studied, regardless of whether or not the measurement of the construct is based on
identical instruments across all cultures. It implies the universal (i.e., culture-independent) validity of the underlying psychological construct and, in a terminology frequently used in cross-cultural psychology (cf. Triandis & Marín, 1983), can be associated with an "etic" position. Construct inequivalence, on the other hand, will be observed when an instrument measures different constructs in two cultural groups (i.e., when "apples and oranges are compared") or when the concepts of the construct overlap only partially across cultures. It may also result when constructs are associated with different behaviors or characteristics across cultural groups ("cultural specifics"). The assumption of construct inequivalence can be associated with an "emic" position which emphasizes the idiosyncrasies of each culture and, as a consequence, favors an indigenous approach to assessment.

As an example of construct equivalence, suppose that a researcher is interested in traits and behaviors associated with loneliness in Austria and China. The study could begin with a local survey in which randomly chosen adults are asked to generate such traits and behaviors. If the lists generated are essentially identical across cultures, a loneliness questionnaire with identical questions in the two countries could be composed. Data obtained with the instrument in the two countries can be subjected to exploratory or confirmatory factor analyses in order to examine construct equivalence (cf. Van de Vijver & Leung, 1997a, 1997b). If there are major differences in the traits and behaviors, one will need to tailor the measure to the cultural context. This means that at least some items will be different in the two countries. The construct equivalence of measures should then be addressed in a more indirect way. A common procedure is to examine the nomological network of the measure (Cronbach & Meehl, 1955): Does the measure show a pattern of high correlations with related measures (convergent validity) and low correlations with measures of other constructs
(discriminant validity) as would be expected from an instrument measuring loneliness?

The next level of equivalence is called *measurement unit equivalence*. This level of equivalence can be obtained when two metric measures have the same measurement unit but have different origins. In other words, the scale of one measure is shifted with a constant offset as compared to the other measure. An example can be found in the measurement of temperature using Kelvin and Celsius scales. The two scales have the same unit of measurement, but their origins differ 273 degrees. Scores obtained with the two scales cannot be directly compared but if the difference in origin (i.e., the offset) is known, their values can be converted so as to make them comparable. In the case of cross-cultural studies with measurement unit equivalence, no direct score comparisons can be made across cultural groups unless the size of the offset is known (which is rarely the case), but differences obtained within each group can still be compared across groups. For example, gender differences found in one culture can be compared with gender differences in another culture for scores showing measurement unit equivalence. Likewise, change scores in pretest-posttest designs can be compared across cultures for instruments with measurement unit equivalence.

The highest level of equivalence is *scalar equivalence* or *full scale equivalence*. This level of equivalence can be obtained when two metric measures have the same measurement unit and the same origin. For instance, when temperature is measured using a Celsius scale (which is of interval level) in both groups, differences in temperature can be compared directly between the two groups.

The distinction between measurement unit and scalar equivalence is important in cross-cultural research. The latter assumes completely bias-free measurement. Bias tends to challenge and can lower the level of equivalence. Construct bias leads to
conceptual inequivalence. As a consequence, instruments that do not adequately cover the target construct in one of the cultural groups cannot be used for cross-cultural score comparisons. On the other hand, method and item bias will not affect construct equivalence: Construct equivalence implies only that the same construct is measured across cultures. If no direct score comparisons are intended across cultures, neither method nor item bias will be a threat to cross-cultural equivalence. However, method and item bias can seriously threaten scalar equivalence. An item systematically favoring a particular cultural group will obscure the underlying real cross-cultural differences in scores on the construct. Therefore, such a bias will reduce scalar equivalence to measurement unit equivalence.

The debate about cross-cultural differences in cognitive test performance can be largely seen as a debate about the level of equivalence of cross-cultural score comparisons. For example, Jensen (1980) argues that when appropriate instruments are used (he mentions the Raven test as an example), cross-cultural differences in test performance reflect valid intergroup differences and show full scalar equivalence. Mercer (1984), on the other hand, states that common intelligence tests show problems such as differential familiarity and that this method bias will only allow measurement unit equivalence. The obvious implication is that group differences in the Raven scores reflect differences in intellectual abilities according to Jensen’s reasoning while group differences mainly or exclusively reflect method bias in Mercer’s reasoning.
MULTILINGUAL STUDIES: TRANSLATIONS

It is widely accepted that the translation of psychological instruments involves more than rewriting the text in another language (Bracken & Baron, 1991; Brislin, 1980, 1986; Geisinger, 1994; Hambleton, 1994). An appropriate translation requires a balanced treatment of psychological, linguistic, and cultural considerations (Hambleton, 1994; Van de Vijver & Hambleton, 1996).

There are two common procedures to develop a translation. First, there is the translation-back-translation procedure (Werner & Campbell, 1970). A text is translated from a source into a target language; a second interpreter (or group of interpreters) independently translates the text back into the source language. The accuracy of the translation is evaluated by comparing the original and backtranslated versions. The procedure has been widely applied and it can identify various kinds of errors. However, a translation that is linguistically correct may still have a poor quality from a psychological point of view. A nice example given by Hambleton (1994, p. 235) is the test item "Where is a bird with webbed feet most likely to live?" The Swedish translation of the English "bird with webbed feed" into "bird with swimming feet" provides a much stronger clue to the solution than the English original item.

This problem, which would most likely remained undetected during a translation-back-translation procedure, may be detected by the second procedure, the committee approach. A group of people, often with different areas of expertise (such as cultural, linguistic, and psychological) prepare a translation. The major strength of the committee approach is the cooperative effort that can improve the quality of translations and, especially, in the case when the committee members have complimentary areas of expertise.
The procedure chosen to obtain an adequate translation will depend on whether a new instrument is to be developed or whether an existing instrument is to be translated to be used in a multilingual context. The former is known as simultaneous development and the latter as the successive development of different language versions. From a methodological perspective, the first option is often easier to carry out because typical problems of successive development such as the use of local idioms which are difficult to translate, can often be easily avoided. Still, the most common practice in multilingual studies is to use successive development.

Three options are available to researchers in the successive development method (Van de Vijver & Leung, 1997a, 1997b). The first is application. It amounts to the literal translation of an instrument into a target language. In this option, it is implicitly assumed that the underlying construct is appropriate in each cultural group and that a simple, straightforward translation will suffice to get an instrument that adequately measures the same construct in the target group. The literal translation is by far the most common option in test translations.

The second option is adaptation. For some instruments, it is unrealistic to assume that a simple translation will yield an instrument that will adequately cover the same construct in the target group. For example, a measure of anxiety may contain some items that can well be translated but may require the rewording of other items to ensure that culturally idiosyncratic expressions of the construct are included. An adaptation amounts to the literal translation of a part of the items and/or changes in other items and/or the creation of new items. Adaptations are based on the notion that the use of the application option would yield biased instruments. For example, a core of common items may show construct bias because they poorly sample the domain of possible items in at least one culture and, hence, the construct is insufficiently
represented. A good example for applying the adaptation option is the State-Trait Anxiety Inventory (STAI; Spielberger, Gorsuch, & Lushene, 1970). This instrument had been adapted into more than 40 languages. The various language versions are not literal translations of the English-language original, but are adapted in such a way that the underlying constructs, state and trait anxiety, were measured adequately in each language (e.g., Laux, Glanzmann, Schaffner, & Spielberger, 1981).

Finally, in some cases, the instrument has to be adapted to such a degree that practically a new instrument is assembled. Hence, this third option is called *assembly*. In particular, when construct bias caused by differential appropriateness of the item content for the majority of the items threatens a direct comparison, assembly may be an adequate option. Another indication for using the assembly option would be the incomplete overlap of the construct definition across cultures (e.g., aspects of the construct that are salient for some cultures but are not covered in the instrument).

According to Church (1987), Western personality instruments do not cover indigenous personality constructs of the Filipino culture. He formulated directions for the construction of a culturally more appropriate personality instrument. Cheung, Leung, Fan, Song, Zhang, and Chang (1996) argued that adapting a Western personality measure would not capture all the relevant dimensions of personality in the Chinese culture. They developed the Chinese Personality Assessment Inventory which contains several indigenous personality dimensions such as “face” and “harmony.”

It may be clear from the description that the three translation options differ in the amount of items that can be retained in the translation process. Going from the first to the third option, an increasing number of items will be changed in the translation process.
The choice of the translation option has implications for the expected level of equivalence. Assembly will preclude numerical score comparisons across cultures because they require scalar equivalence and construct equivalence is the highest level of equivalence possible. In many cases this is exactly the main question of the translation: Do the results obtained with regard to the nomological network show that the same psychological construct has been measured in each cultural group?

From a statistical perspective, adaptations are the most cumbersome. Direct score comparisons will be forbidden because these are not based on the same instrument. One could restrict the score comparisons to the items common in all cultural groups. In general, this will constitute an unsatisfactory solution because the rest of the items will not be used. Moreover, when the set of common items is small, they will not adequately cover the construct, and score comparisons will suffer from a low ecological validity and a poor generalizability to more appropriate measures of the construct. Fortunately, there are statistical techniques such as item response theory (e.g., Hambleton & Swaminathan, 1985; Hambleton, Swaminathan, & Rogers, 1991) that allow score comparisons of persons’ abilities or traits even when the items of an instrument are not entirely identical. When these techniques are applied, the possibility of scalar equivalence is maintained. If one wants to examine construct equivalence, the use of structural equation models may be considered (cf. Byrne, 1989, 1994). Confirmatory factor analysis allows to test the equality of factor structures even in the presence of partly dissimilar stimuli across groups (Byrne, Shavelson, & Muthén, 1989).

Applications are straightforward from a statistical perspective. They are the only type of translations in which scalar equivalence of the total test score may be maintained. The use of statistical analyses such as \( t \) tests and analyses of variance to
test the equality of means of cultural groups is meaningful only in the case of applications and if bias is completely absent. The possibility to carry out score comparisons is undoubtedly one of the main reasons for the popularity of applications. It should be acknowledged, however, that applications are highly restrictive in their assumptions: they require the absence of every type of bias. Even if a researcher chose the application option, it is recommended to routinely apply judgmental and psychometric methods of item bias detection to examine the appropriateness of the instrument. However, this practice does not yet safeguard against method and construct bias.

**SOURCES OF BIAS**

The sources of bias in cross-cultural assessment are manifold and it is virtually impossible to present an exhaustive overview. The overview in Table 1 is based on a classification by Van de Vijver and Poortinga (1997) and shows the most typical sources for each of the three types of bias. A detailed list of examples for the different sources of bias can also be found in Van de Vijver and Leung (1997b).

[Include Table 1 here]

**CONSTRUCT BIAS**

Construct bias can occur if there is only *partial overlap in the definitions* of the construct across cultures. As mentioned previously, non-western societies’ conceptions of intelligence are often broader and usually include aspects such as social skills in
addition to the primarily scholastic domains covered by intelligence tests developed according to Western concepts (e.g., Serpell, 1993; Super, 1983). In the personality area, Yang and Bond (1990) administered a set of emic (i.e., indigenous) Chinese descriptors together with a set of imported American descriptors to a group of Taiwanese subjects. Of the five Chinese factors identified, only four corresponded to the American factors. These results support the findings of Cheung et al. (1996) on indigenous Chinese personality dimensions such as “face” and “harmony.” Church (1987) also found indigenous personality constructs in the Filipino culture. In the field of value studies, the Chinese Culture Connection (1987) designed a value survey based entirely on Chinese values and administered it in 22 countries. It was found that only three out of the four factors were similar to those identified by Hofstede (1980), who used an instrument developed according to Western standards. The fourth factor, Confucian Work Dynamism, correlated highly with economic growth and was not covered by the Western concepts. In their review of selfhood in Eastern metapsychologies and philosophies, Hoshmand and Ho (1995) stressed the importance of social aspects in Chinese concepts as compared to the more individualistic concepts of an “autonomous self” in Western approaches; a viewpoint shared by many other authors (e.g., Bochner, 1994; Paranjpe, 1995; Sampson, 1988).

Construct bias can also be caused by differential appropriateness of the behaviors associated with the construct in the different cultures. Kuo and Marsella (1977), who studied Machiavellianism in China and the United States, argued that differences in “behavioral referents, correlates, and functional implications” (p. 165) question the equivalence of the construct in both countries. Another example is the study by Tanzer and Sim (1992; see also Tanzer, Sim, & Marsh, 1992). They used Corulla´s (1990) revised EPQ-Junior and found that Singaporean adolescents as compared to their...
British counterparts scored extremely high on the "Lie" scale (which is actually an indicator of social desirability). In Singapore, a society with high level of social engineering including heavy fines for littering and other forms of public misconduct, social conformity in this area is rather high. Thus, low endorsement rates on items like "Do you throw waste paper on the floor when there is no waste paper basket handy?" will reflect the degree of social conformity in the Singapore society (i.e., a cultural characteristic on the level of societies) rather than being an indicator of the response set phenomenon "social desirability" (i.e., a personality trait on the individual level).

Finally, poor sampling of all the relevant behaviors associated with the construct can also give rise to construct bias. Broad constructs are often represented by a relatively small number of items in a questionnaire or test and, thus, not all relevant domains are covered by the items. Embretson (1983) coined the term “construct underrepresentation” to refer to this insufficient sampling of all relevant domains. Short instruments can also result as consequence of the (necessary) removal of all biased item during test translations. In a cross-cultural Rasch analysis of the Cattell Culture Fair Intelligence Test between American and Nigerian students, Nenty and Dinero (1981) had to remove 24 out of 46 items because these items either did not fit the Rasch model or showed cross-cultural bias. With multidimensional self-report inventories in which the original scales usually consist of only a few items (e.g., 6-10), the problem of scale reduction is even more critical. In addition to poor sampling caused by instruments that are too short, incomplete coverage of all relevant aspects/facets associated with the construct can have similar effects.
METHOD BIAS

It is useful to distinguish three types of method bias, namely, sample bias, administration bias, and instrument bias. Sample bias or incomparability of samples occurs when the samples used differ in a variety of relevant characteristics ("nuisance factors") other than the target construct. Administration bias includes all sources of bias which are caused by the particular form of administration. Instrument bias subsumes all sources of method bias which are associated with the particular assessment instrument.

Comparisons of "remote" cultures (i.e., cultures which differ in many aspects) will often be characterized by sample incomparability because matching of samples in all relevant aspects is practically impossible to achieve. As a consequence of this sample bias, any observed cross-cultural differences can be attributed to the target construct as well as to the influence of "nuisance factors." In the case of cognitive tests, such nuisance factors could be differences in the educational system, novelty of the test situation, motivation of subjects, recruitment procedures, etc. Recruitment procedures, for example, are a rather underestimated source of sample bias in cognitive tests. In the U.S.A., studies are often conducted with students who are paid or given course credit points for their participation. Studies of other countries often employ undergraduates in psychology who participate out of curiosity or because they want to get some experience in how a test session is conducted. According to the "principle of effort justification" in cognitive dissonance theory, subjects who are "purely" volunteers should have higher levels of motivation and ego-involvement than subjects who are rewarded sufficiently high. While higher motivation may result in more serious test-taking, there is ample evidence in the test anxiety literature that increased ego-involvement could - especially
in the case of intelligence tests - cause ego-threatening thoughts which interfere with
optimal task performance.

Administration bias can be caused by differences in the *environmental
administration conditions* whether physical, technical, or social. In cross-cultural studies
using technical equipment other than paper-and-pencil instruments, differential
familiarity with the physical presence of measurement or recording devices (e.g., video
cameras) could cause substantial cross-cultural differences in various non-target
variables such as the subjects’ level of curiosity (caused by the novelty of the situation)
or willingness to self-disclose. In a cross-cultural comparison of mental tests (cf. Tanzer,
Gittler, & Ellis, 1995), subjects in one test location reported being disturbed by a
freezing air-conditioned testing room (which was out of the experimenters’ control).
Examples of social environmental conditions are individual versus group administration,
amount of space between testees (in group testing), or class size (in educational
settings). For example, primary school classes in Austria vary between 10 to 25 children
and in Singapore between 30 to 45 children. In fields like sociometric peer status
research (e.g., Asher & Coie, 1990; Newcomb, Bukowski, & Pattee, 1993), the validity
of any cross-cultural comparison would suffer from such non-overlapping class sizes.
Van de Vijver (1988, 1991) who tested inductive thinking in primary and secondary
school children in Zambia, Turkey, and the Netherlands tried to solve the problem of
differential class sizes by testing only half of the children per class in the countries
with large class sizes. This approach, however, would not solve the problem in the
above mentioned case of peer status research.

Administration bias can also be caused by *ambiguous instructions* for
respondents *and/or guidelines* for administrators. In the case of differential *expertise
of administrators* (e.g., senior faculty members versus undergraduate students), any
ambiguity in the test instructions and/or guidelines can seriously threaten proper test administration. Thus, similar to the requirement of sample comparability discussed above, comparability of the administrators/interviewers in terms of general testing experience, familiarity with the specific test material used and pattern of tester-testee interaction is a further prerequisite for valid cross-cultural comparisons.

*Tester/interviewer/observer effects* such as obtrusiveness is another potential source of administration bias. The mere presence of a person from a different culture can strongly affect respondents’ behavior (Singer & Presser, 1989). Super (1981) demonstrated that the presence of an observer may influence mother-child interactions. Likewise, several empirical studies have addressed the obtrusiveness of the test administrator’s culture in intelligence testing (cf. Jensen, 1980). Word (1977) found that White interviewers often placed African-American subjects on the defensive side by rephrasing or correcting their Black English. There exists also social-psychological and sociological research on interviewer effects which support a theory of deference: Subjects were more likely to display positive attitudes to a particular cultural group when they are interviewed by someone from that group (e.g., Cotter, Cohen, & Coulter, 1982; Reese, Danielson, Shoemaker, Chang, & Hsu, 1986). In general, however, the results on tester/interviewer/observer effects are quite inconsistent across studies (cf. Jensen, 1980; Singer & Presser, 1989).

A final source of administration bias are *communication problems* between the respondent and the tester/interviewer. Frequently, language problems are the reason for this source of bias because it is common in cross-cultural studies to carry out the test or interview in the second or third language of interviewers, respondents, or even both. Illustrations for such miscommunications between native and non-native speakers can be found in Gass and Varonis (1991). In addition, miscommunication in cross-cultural
encounters may also arise from ethnocentric interpretations (e.g., Banks, Ge, & Baker, 1991; Barna, 1991; Cohen, 1987).

For instrument bias, differential *familiarity with the stimulus material* (e.g., the items) is a common source in cognitive tests. As mentioned previously, Deregowksi and Serpell (1971) found performance differences between Scottish and Zambian children in sorting photographs but not in sorting miniature models. When Western tests are administered to non-western cultural groups, differences in stimulus familiarity are almost certain. An often cited example is Piswanger’s (1975) cross-cultural comparison of the Viennese Matrices Test (Formann & Piswanger, 1979), a Raven-like figural inductive reasoning test. He compared the responses of (Arabic educated) Nigerian and Togolese high school students to those of the Austrian calibration sample. The most striking findings were cross-cultural differences in the item difficulties related to identifying and applying rules in horizontal direction (i.e., left to right). This was interpreted in terms of the different directions in writing Latin versus Arabic. Another example for differential stimulus familiarity are pictorial tests such as the Rosenzweig Picture-Frustration Test (Rosenzweig, 1977, 1978), the Preschool Symptom Self-Report (Martini, Strayhorn, & Puig-Antich, 1990), and the Pictorial Evaluation of Test Reactions (Toubiana, 1994). The items of these tests contain elements specific to a certain culture (e.g., Western style of dressing) and/or ethnic group (e.g., Caucasian faces).

Differential familiarity with the required *response procedures* can also be a source of instrument bias. A good illustration is the above-mentioned study of Serpell (1979) who asked Zambian and British children to reproduce a pattern using paper-and-pencil, plasticine, configurations of hand positions, and iron wire. Finally, *differential response styles* such as acquiescence and extremity ratings can cause method bias. A
demonstration can be found in the work of Hui and Triandis (1989). These authors found that Hispanics tended to choose extremes on a five-point rating scale more often than did Anglo-Americans although no significant cross-cultural differences were found for ten-point scales. Ross and Mirowsky (1984) reported more acquiescence and socially desirable responses among Mexicans than among Anglo-Americans in a mental health survey. In a cross-cultural-comparison of the English version of Self-Description Questionnaire I (Marsh, 1988) between Australian and Singaporean adolescents, Tanzer, Sim, and Marsh (1994) found cross-cultural differences in the endorsement rates of competence items (as compared to interest items). These differences were attributed to the tendency to be modest which is still prevalent in Singapore. The two groups differed also substantially in their usage of the five rating scale categories (Tanner, 1995).

Not all sources of method bias discussed above are likely to affect all the five types of assessment procedures. The cross-classification in Table 2 is an attempt to indicate which sources of method bias can be expected to affect mental tests, questionnaires/inventories, observations, projective techniques, and interviews. While sample bias and most types of administration bias can be present in all five types of assessment procedures, communication problems are typically more prominent in interviews and, to a lesser degree, in projective techniques. In multicultural counseling (cf. McFadden, 1993; Paniagua, 1994; Ponterotto, Casas, Suzuki, & Alexander; 1995; Wehrly, 1995) where counselor/therapist (i.e., interviewer) and client/patient (i.e., interviewee) are often from different cultural background, fractions in the communication process can easily be caused by insufficient familiarity with the client’s cultural background (e.g., taboo topics, Goodwin & Lee, 1994). Moreover, in the event that client and therapist do not speak the same language, the necessity to use an interpreter (which is almost never a trained psychologist, and more often than not, is just
a bilingual without formal training as interpreter) will aggravate these problems even more.

Regarding instrument bias, almost by definition, the impact of the different sources will vary across the five assessment procedures. For mental tests, the possibility of bias caused by differential familiarity with the stimulus material and/or response procedures should be considered carefully. As for questionnaires and self-report inventories, the possibility of differential familiarity with the response procedure (e.g., usage of the rating scale categories in a Likert-type inventory) should also be given careful attention. As regards response styles, phenomena such as social desirability are more likely to affect studies using projective techniques, questionnaires, and interviews. On the other hand, subjects’ choice of his or her "preference point" on the speed-accuracy trade-off curve as a source of bias is only relevant in intelligence/aptitude tests.

ITEM BIAS

Although item bias can be produced by various sources, it is most frequently caused by poor item translation, ambiguities in the original item, low familiarity/appropriateness of the item content in certain cultures, or influence of cultural specifics such as nuisance factors or connotations associated with the item wording. *Poor item translation* can either be caused by translation errors or by "genuine" linguistic idiosyncracies. Even translations that are linguistically correct may still have poor quality from a psychological point of view (e.g., the Swedish translation of
"webbed feet" as "swimming feet" mentioned before). A common source of linguistic idiosyncracies is the metaphoric use of language. For example, English anxiety inventories often include the bodily symptom "getting butterflies in the stomach." In Dutch, however, the same metaphor ("Vlinders in je buik hebben") is often used to refer to a bodily symptom which occurs when someone falls in love and, thus, carries an erotic rather than a distress connotation. Another example of linguistic idiosyncracies is the well-known German term "Zeitgeist" which has no one-to-one English translation.

Ambiguities in the item content may trigger off different interpretations.

Spielberger (1988) distinguished in his State-Trait Anger Expression Inventory (STAXI) three styles of anger expression, namely, Anger-out as expression of anger toward other people or objects, Anger-in as holding in or the suppression of angry feelings, and Anger-control as attempt to control the expression of anger. By and large, the postulated three-factor structure of the original English anger expression items was confirmed in several U.S. samples (e.g., Fuqua, Leonard, Masters, & Smith, 1991; Spielberger, 1988; Spielberger, Krasner, & Solomon, 1988), a sample of Singaporean Chinese (Tanzer, Sim, & Spielberger, 1996), as well as in translations into German (Schwenkmezger, Hodapp, & Spielberger, 1992), Italian (Spielberger & Comunian, 1992), Norwegian (Håseth, 1996), and Chinese (Yui Miao & Lin, 1990). However, in some of these studies, the item "I am secretly quite critical of others" shifted from Anger-in to Anger-out. Although anger is a universal emotion (cf. Mesquita & Frijda, 1992), expression of anger and coping with anger is governed by cultural factors. As such, the observed shifts could reflect genuine cross-cultural differences in the way Anger-out is expressed. For example, the need for "harmony" or "giving face" which is still prevalent in Chinese societies (e.g., Cheung et al., 1996) precludes any open confrontations which characterize Western ways of Anger-out.
expression. On the other hand, this item could be interpreted either as "holding grudges and not talking about it publicly" which would then be an Anger-in expression or as "talking negatively behind someone’s back" which would convey a covert Anger-out expression. In conclusion, the ambiguity in the interpretation of this item could be an alternative explanation for these shifts in factor loadings.

Item bias can also be caused by *culture-specific nuisance factors* such as the distance of the subject’s country to Poland in the item "What is the capital of Poland?"

Finally, a frequent source of item bias are *cultural specifics* in content and/or connotation of the item. The following example given by Szalay (1981) may serve as an illustration of culture-specific connotations:

The English word *corruption* corresponds beyond a shadow of a doubt to the Korean word *pup’ae*, but this does not ensure that the cultural meanings of the two words are the same. Different cultural experiences produce different interpretations not shown in conventional dictionaries. A systematic comparison of the Korean and American meanings of corruption shows that for both groups it involves negative, bad, improper behavior. An important difference is that in the American interpretation corruption is rejected on moral grounds; it is wrong and it is a crime. For Koreans corruption is not morally wrong; it is only bad in the sense that it interferes with the proper function of the government and social institutions; and it is bad in its social consequences. (p. 141)

An example of item bias caused by *inappropriate item content* is given by Van Haaften and Van de Vijver (1996). They had to remove the symptom "watched more television than usual" from a Western coping questionnaire when applied to Sahel dwellers without electricity in their homes.
REMEDIES

There is a rich literature on strategies to identify and deal with the three types of bias. Most strategies implicitly assume that bias is a nuisance factor that should be avoided. As a consequence, most of the literature are devoted to techniques that enable the reduction or even elimination of bias. It is less common to see bias as an indication of systematic cross-cultural differences that require further scrutiny. It is not until quite recently that the idea is gaining momentum that bias may yield important information about cross-cultural differences and can also be seen as a phenomenon that requires explanation (Poortinga & Van der Flier, 1989). A thorough discussion of all strategies proposed to deal with bias is far beyond the scope of the present chapter. We will restrict the presentation to the most salient techniques for addressing each of the three types of bias given in Table 3.

[Include Table 3 here]

A powerful tool for examining construct bias is cultural decentering (Werner & Campbell, 1970). Words and concepts that are specific to one particular language or culture are eliminated. An example can be found in the study of Tanzer, Gittler, and Ellis (1995). Starting with a set of German intelligence/aptitude tests, they developed an English version of the test battery. Based on the results of pilots tests in Austria and the United States, both the German and English instructions and stimuli were modified before the main study was carried out. Another approach to deal with construct bias involves the convergence approach in which instruments are
independently developed in different cultures and all instruments are then administered to subjects in all these cultures (Campbell, 1986).

Several techniques have been proposed to deal with both construct and method bias. One of these is the use of informants with a thorough knowledge of the local culture and language. Broer (1996) used a committee approach to develop the first version of a Spanish-language version of a test-attitude rating scales used in the Tanzer, Gittler, and Ellis (1995) study; local informants were then asked to judge the accuracy of the instrument and to suggest necessary revisions.

In some studies an instrument is administered to a group of bilingual subjects. For example, Hocevar, El-Zahhar, and Gombos (1989) administered anxiety and arousability questionnaires to English-Hungarian bilinguals. Both language versions were used for all subjects. Even though many studies of equivalence involve bilinguals, their limitations must be acknowledged. First, bilinguals are usually not representative of the larger population because they are often better educated and have been more in contact with other cultures. Second, when carryover effects can be anticipated from the first to the second instrument such as in mental tests, it is important to control for order effects. In order to overcome these limitations, a combination of bilingual samples and monolingual samples would be useful. Sperber, Devellis, and Boehlecke (1994), in addition to combining the translation-backtranslation procedure with the committee approach, used both bilingual and monolingual samples to ensure the validity of their Hebrew version of an English-language survey on attitudes towards preventive medicine.

Another approach addressing both construct and method bias is the use of local surveys. For example, Super (1983) was interested in the question as to whether skills associated with intelligence were the same among the Kokwet, a farming
community in Western Kenya as in Western countries. He found that in addition to reasoning, knowledge, and problem solving skills which are also found in Western studies, social aspects of intelligence such as knowing one’s role in the family, ability to help members of the family, and obedience were also frequently mentioned. In another example, Mook, Oláh, Van der Ploeg, and Magnusson (1985) asked adolescents in the Netherlands, Hungary, India, Sweden, and Yemen to describe situations in which they have been afraid. The authors developed a classification scheme of anxiety-provoking situations in order to be able to compare the commonness of these situations in these countries. Brandt and Boucher (1986) were interested in the place of depression in emotion lexicons. They gathered emotion terms from informants in Australia, Indonesia, Japan, Korea, Malaysia, Puerto Rico, Sri Lanka, and the United States. A distinct depression cluster was found only in Japan, Indonesia, Sri Lanka, and the United States. For the other languages, depression-type words were predominantly subsumed by sadness clusters. A well-known example in the field of self-concept research is Kuhn and McPartland’s (1954) “Twenty Statements Test.” Instead of asking the subjects to rate a series of given self-describing statements, the open response format of this sentence completion test (“I am ...”) allows a picture of the most salient aspects of the subjects´ self-definitions to be drawn.

When an instrument is administered for the first time in a cultural group, a pilot study in which the instrument is administered in a nonstandard way may provide useful information. In such an administration the subject is encouraged to indicate how he or she interprets the stimuli (instruction and stimuli) and to motivate responses. In this way, a researcher gets a good insight into the face validity of the instrument and the administration. Poorly formulated questions or other problems
with the instrument may be quickly revealed. After the pilot study, in the actual data
collection, deviations of the standard administration can also be useful. For example,
the Viennese Matrices Test (WMT; Formann & Piswanger; 1979) was administered to
freshmen in Chile and Austria (Broer, 1996; Tanzer, Gittler, & Ellis, 1995). The
manual specifies a total testing time of 25 minutes which is sufficient for most
subjects in Austria (where the test was developed) to complete the task. This time
limit was lifted in the cross-cultural study in order to ensure that all subjects would
have ample testing time. It was found that over 90% of the Austrian subjects
completed the test in 25 minutes while in Chile only 55% did so. The average test
scores obtained with an unlimited testing time did not differ significantly. However,
the cross-cultural differences obtained under standard instructions might have been
significant, thereby incorrectly indicating that the groups differ in inductive reasoning
skills.

"Thinking aloud," a technique regularly employed in cognitive psychology
because it gives insight into the cognitive processes involved in the solution processes
of mental tasks, may turn out to be useful in cross-cultural comparison of mental tests
too. Using this technique, Putz-Osterloh (e.g., Putz-Osterloh & Lüer, 1979)
demonstrated that in the "cube-comparison" subscale of a widely-used German
intelligence test battery (IST-70; Amthauer, 1970) a certain type of cube-comparison
items can by solved by a much easier non-spatial strategy. It needs, however, a certain
level of technical education to be aware of this strategy. Based on this result, Gittler
(1990) excluded this type of items from the Three-dimensional Cubes Test (3DC), a
Rasch-calibrated spatial ability test. The new test proved its favorable psychometric
properties both in a large-scale Austrian calibration study (Gittler, 1990) as well as in
several cross-cultural studies (Tanzer, Gittler, Ellis, 1995; Tanzer, Gittler, & Sim, 1994).

Another technique that addresses both construct and method bias is the cross-cultural comparison of nomological networks which can be carried out by different methods. For instance, montrait-multimethod studies can be conducted to examine the (lack of) consistency of cross-cultural findings across measurement methods (cf. Serpell’s, 1979, study of perceptual skills). Another way is to examine the convergent and discriminant validity of the target construct. This method was frequently used during the development of the WISC(-R) and the WAIS(-R) adaptations. Tanzer, Sim, and Marsh (1992), however, cautioned against judging the presence of construct (or method) bias solely on the basis of cross-cultural differences found in the nomological network. Nomological network analysis involves other constructs besides just the target construct and, thus, any cross-cultural differences found can either be caused by the target construct or by the other constructs. For example, Tanzer and Sim (1991, 1997) found that in Singapore good students worry more about their performance during tests than weak students whereas the contrary was found in most other test anxiety research. For the other components of test anxiety (i.e., tension, low confidence, and cognitive interference), no cross-cultural differences were found. The authors attributed the inverted worry-achievement relationship to characteristics of the educational system, especially the "kiasu" (fear of losing out) syndrome which is deeply entrenched in the Singaporean society, rather then to construct bias in the internal structure of test anxiety.

Sometimes, a construct can only be expressed by a particular word or phrase. If such a key phrase is of pivotal importance as was the case with the word "injustice" in a study by Mikula, Petri, and Tanzer (1990) on everyday experiences of injustice,
culture-specific connotations of that key phrase would seriously threaten the validity of any cross-cultural comparison. Thus, the connotative equivalence of key phrases and their translations should be carefully investigated with methods such as free word associations or semantic differentials (e.g., Szalay, 1981).

There are also strategies that mainly address method bias. A first proposal involves the *extensive training of administrators*. Such training is not unique to cross-cultural research (e.g., Gutjahr, 1985) even though its need may be more pressing. Extensive training is required in order to ensure that interviewers will administer an interview in the same way in various cultural groups. If the cultures of the interviewer and the interviewee differ which is common in studies involving multicultural groups, it is imperative to make the interviewers aware of the relevant cultural specifics such as taboo topics (e.g., Goodwin & Lee, 1994). As mentioned earlier, the issue of cross-cultural training is well-covered in the literature on multi-cultural counseling (cf. McFadden, 1993; Paniagua, 1994; Ponterotto, Casas, Suzuki, & Alexander; 1995; Wehrly, 1995). Further aspects which are relevant for a cross-cultural training of interviewers can be found in the literature on intercultural communication and communication competence (e.g., Asante & Gudykunst, 1989; Cohen, 1987; Coupland, Giles, & Wiemann, 1991; Fiedler, Mitchell, & Triandis, 1971; Landis & Bhagat, 1996; Multicultural Training, 1994; Schneller, 1989; Ting Toomey & Korzenny, 1991).

A related approach amounts to the development of a *detailed manual and administration protocol*. The manual should ideally specify the test or interview administration and should describe contingency plans on how to intervene in common administration problems, as was done in the above mentioned spatial ability test (Gittler, 1990). In studies which use open response formats, a detailed scoring system should be provided. Particularly, *detailed instructions* in mental tests should clearly
describe what is expected of the subject. Moreover, sufficient examples and exercises should be provided in order to guarantee an unambiguous communication of what the subject should do and can expect. The role of exercises is illustrated in a study by Tanzer, Gittler and Sim (1994). They applied a spatial ability task to Austrian and Singaporean youngsters. The authors found a good fit of the data to the Rasch model after the elimination of the first item which was unexpectedly difficult in the Singaporean group. The authors attributed the observed cross-cultural difference in the difficulty of the first item to differential warming-up effects. Helms-Lorenz and Van de Vijver (1995) administered a computerized cognitive test to native and migrant children in the Netherlands. In order to make sure that the instruction is correctly understood, the subjects have to solve various examples. The actual test session starts when they have correctly solved all exercises. If they make errors, the exercises are presented again.

An entirely different approach of method bias is the use of subject and context variables. In cross-cultural studies, it is usually impossible to match cultural groups on all variables that are relevant to the variable under study. For example, in mental testing, differences in educational background may be a confounding variable. Poortinga and Van de Vijver (1987) proposed to include these confounding variables into the design of a study. When a confounding variable has been measured (e.g., a measure of the educational background of all subjects), it becomes possible to statistically check its influence in a covariance or hierarchical regression analysis. Poortinga (cf. Poortinga & Van de Vijver, 1987) studied the habituation of the orienting reflex among illiterate Indian tribes and Dutch conscripts. The skin conductance response, the dependent variable, was significantly larger in the Indian group. It could be argued that intergroup differences in arousal could account for these
differences. Arousal was operationalized as the spontaneous fluctuations in skin
cconductance response in a control condition. After statistically controlling for these
fluctuations using a hierarchical regression analysis, the cross-cultural differences in
habitation of the orienting reflex disappeared.

Some instruments will allow for the use of collateral information that provides
evidence about the presence or absence of method bias. Thus, the administration time
of power tests can be used to examine cross-cultural differences in response time, as
was illustrated in the study mentioned above (Broer, 1996; Tanzer, Gittler, & Ellis,
1996). Similarly, Verster (1983) examined the performance of adult Whites and
Blacks in South Africa on various mental tests, ranging from tapping tasks to
inductive reasoning. The tests were administered without time limit by a computer.
The use of the computer enabled him to study both the speed and the accuracy of the
responses. Using structural equation modeling, separate models were fitted to the
speed and accuracy data. The speed data required a more complex model than the
accuracy data. The cross-cultural differences in the fitted model were larger for the
accuracy than for the speed data. This study demonstrates the influence of the method
of data collection on the outcome of a study; the collateral information, the speed
measures, did not show the same pattern of cross-cultural differences than the
accuracy measure which is commonly used in power tests.

There are also examples of studies that measure various test-taking
dispositions such as motivational factors (e.g., Arvey, Strickland, Drauden, & Martin,
1990; Schmit & Ryan, 1992) or performance-debilitating levels of test anxiety (e.g.,
among Turkish children and their results, similar to those obtained with American
children, showed that these behaviors are significantly correlated with the WISC-R
IQ. Arvey, Strickland, Drauden, and Martin (1990), working with adults, found significant Black-White differences on test-taking attitudes; Whites reported to be more motivated to exert effort and work hard while Blacks scored higher on preparation.

In addition to test-taking dispositions, one can also manipulate or measure response styles. As described before, Hui and Triandis (1989) found that the number of alternatives in a Likert scale can influence the measurement outcome. Cross-cultural research with the Eysenck Personality Questionnaire has provided ample evidence for fairly systematic cross-cultural differences in social desirability (e.g., Eysenck & Abdel-Khalek, 1989; Eysenck & Kozeny, 1990; Eysenck, Makaremi, & Barrett, 1994; Eysenck, & Renner, 1987; Eysenck & Tambs, 1990; Eysenck & Yanai, 1985; Sanderman, Eysenck, & Arrindell, 1991; Tanzer, Sim, & Marsh, 1992). Moreover, there are indications that social desirability varies systematically with sample characteristics. Ross and Mirowsky (1984) administered an adapted version of the Marlowe-Crowne Social Desirability Scale to Anglo-American, Mexican, and Mexican-American adults, aged 18-65 years, in face-to-face interviews. As mentioned earlier, they found that people of Mexican origin and people of lower socioeconomic status tended to show more acquiescence and social desirability. The authors interpreted their data as support for a model that "the practices of giving socially desirable responses and agreeing with statements regardless of their content are more common in social groups that are relatively powerless" (p. 189). However, empirical scrutiny is required to examine whether the practices are due to powerlessness, lower education, or some other related source.

Evidence on the presence of method bias can also be collected by applying test-retest, training, or intervention studies. Patterns of pretest-posttest change that are
different across cultures point to the presence of method bias. Van de Vijver, Daal, and Van Zonneveld (1986) administered a short training of inductive reasoning to primary school pupils from the Netherlands, Surinam, and Zambia. The gain patterns were not identical across groups. The Zambian subjects showed considerable score increments, both in the experimental and in an untrained control group. The differential gain pattern was interpreted as evidence of method bias. Similarly, Foorman, Yoshida, Swank, and Garson (1989) administered a training in solving computerized geometric matrices to American and Japanese pupils. No differences were found at the pretest whereas at the posttest the error decrease was more accompanied by reaction time increase for the American than for the Japanese children. The finding was attributed to is attributed to the "Japanese children’s expeditious style of considering task-related information” (p. 295).

There are two kinds of procedures to assess item bias: judgmental procedures, either linguistic or psychological, and psychometric procedures. An example of a linguistic procedure can be found in Grill and Bartel (1977). They examined the Grammatic Closure subtest of the Illinois Test of Psycholinguistic Abilities for bias against speakers of nonstandard English. In the first stage, potentially biased items were identified. Error responses of American Black and White children indicated that more than half of the errors on these items were accounted for by responses that are appropriate in nonstandard English. Examples of psychometric procedures are numerous. Valencia, Rankin, and Livingston (1995) examined the item bias of the Mental Processing Scales and the Achievement Scale of the Kaufman Assessment Battery for Children with Mexican American and White pupils. Using a partial correlation index (that controlled for age, sex, and ability), the authors found 17 of 120 items of the first scale and 58 of 92 items of the last scale to be biased. With
respect to the latter test, it is questionable whether the remaining 34 items will constitute an appropriate instrument that still measures the same construct as the full scale. It is quite likely that, in the terminology of the present article, the scale is plagued by construct and/or method bias. Ellis, Becker, and Kimmel (1993) studied the equivalence of an English-language version of the Trier Personality Inventory and the original German version. Among the 120 items tested, 11 items were found to be biased. A replication study with a new U.S. sample showed that 6 of the 11 biased items were again biased.

Finally, the method of error or distracter analysis could be a promising approach for cross-cultural comparisons of mental tests with multiple-choice items. This approach identifies typical types of errors and, with carefully planned distracters, give insight into the cognitive processes involved in the solution process. For example, Vodegel Matzen, Van der Molen, and Dudink (1994) used such an analysis to demonstrate that errors in the Standard Progressive Matrices were often caused by omitting a rule. Unfortunately, like the method of "thinking aloud," error analyses have hardly been applied in cross-cultural research.

Although linguistic and psychometric procedures of item bias analyses can often identify items which are merely biased because of cultural specifics such as idiomatic use of language, they usually cannot solve the problem. In order to avoid the problem of construct underrepresentation caused by too short tests, biased items must be substituted with new items. Manuals of the original tests including ample documentation of "spare items" which are as good measures of the construct as actually used test items can provide helpful information for substituting biased items. On the other hand, test adaptation manuals or reports should provide detailed documentation of all changes done, along with (linguistic and/or psychometric)
justification. This principal is also included in the recently developed “Guidelines for Test Translations” of the International Test Commission (cf. Van de Vijver & Hambleton, 1996, Guideline #19). An example of a well-documented test adaptation is Håseth’s (1996) report on the Norwegian translation of the STAXI (Spielberger, 1988).

CONCLUSION

It cannot be taken for granted that scores obtained in one culture can be compared across cultural groups. Score differences observed in cross-cultural comparisons may have a partly or entirely different meaning than those in intracultural comparisons. If this is the case, bias is said to occur. Therefore, bias and its counterpart, equivalence, are essential concepts in cross-cultural research. A distinction in three types of bias had been made, depending on whether the source of bias is located at the level of the construct (labeled construct bias), instrument administration (method bias), or the separate items (item bias). The origin, identification, and ways of dealing with bias were discussed.

We concur with the view that intergroup comparisons in studies that do not address bias are often unable to unambiguously interpret observed differences and to rule out alternative explanations such as intergroup differences in stimulus familiarity or response styles. Yet, in the design of empirical studies it is often possible to be very selective in considering the choice of alternative explanations. A careful review of the literature will often reveal the types of bias to be expected in a particular field of cross-cultural research and/or a particular assessment technique. Regarding method bias, the likelihood that all the different sources will threaten the cross-cultural validity
of mental tests, questionnaires, inventories, observations, projective techniques, and interviews is extremely low. A careful choice of assessment instrument can help to control method bias. Moreover, the likelihood of a certain type of bias will not just depend on the type of research question but also on the cultural distance of the groups involved, defined here as a generic term for all aspects in which the groups differ and which are relevant to the target variable. All these aspects can, in principle, statistically explain observed cross-cultural score differences. Obviously, the more aspects, the more bias threats.

Another important consideration is the research question of a study and the type of equivalence aimed at. A distinction can be made between structure- and level-oriented studies (Van de Vijver & Leung, 1997a, 1997b). In *structure-oriented studies*, the identity of psychological constructs is addressed. For example, the question as to whether the Big Five constitute an adequate description of personality in various cultural groups can be asked. Similarly, the universality of structures underlying mental test performance can be examined. In structure-oriented studies, one will usually not be concerned with method bias. As score averages will not be compared across cultures, all sources of bias that exert a more or less uniform influence across all items will not challenge the validity of the outcome. Likewise, as the establishment of the identity of mean structures is not the aim of structure-oriented studies, item bias does not challenge the validity of intergroup comparisons in these studies either.

On the other hand, *level-oriented studies* examine differences in averages across cultural groups. For instance, are Chinese more introvert than British? Bias requires more scrutiny in level-oriented studies. If a study uses a design in which intracultural differences are compared across cultures such as in pretest-posttest
designs, or in comparisons of gender differences across cultures, measurement unit level equivalence suffices; as a consequence, method bias will usually not jeopardize the findings. It is only when bias sources affect intracultural comparisons differentially that method bias threatens the validity of the conclusions. An example would be a training study in which the children in one culture learn different aspects from training such as test-wiseness. On the other hand, if the aim of a study is full scale equivalence (e.g., a cross-cultural comparison of average scores), all forms of bias will form a threat to the validity of the inferences.

The intricacies in the establishment of numerical score comparisons may have an interesting analogy in the methodological problems in the measurement of change. Like a statistically adequate measure of change, full scale equivalence is difficult to establish. In view of all problems in change measurement, Cronbach and Furby (1970) argued that in many cases we may not be at all interested in establishing change and that we can often rephrase our research question in such a way that there is no need to assess change. Analogously, it could be argued that the importance of the comparison of average scores across cultures is overrated. An observation of cross-cultural mean score differences is interesting, but full-fledged cross-cultural research will go beyond the exploration of averages of various cultural groups and will try to look for a valid explanation. The observation of cross-cultural differences should only be the vehicle for further scrutiny. Our interest in cross-cultural research is often not in the establishment of cross-cultural equivalence but in the fact that observed cross-cultural differences provide a starting point for further research, addressing questions such as causes and patterning of these differences. In studies of patterning, the objective is to find systematic patterns in cross-cultural differences. For example, Bond and Smith (1996) analyzed cross-cultural and historical changes in conformity as measured in the
Asch-type line judgment task. In a meta-analysis, using 133 studies from 17 countries, the authors were able to show that in the U.S. conformity declined since the 1950s and the individualism score of a country was significantly correlated with conformity.

An interesting way to avoid the intricacies of establishing scalar equivalence is to search for cross-cultural similarities in psychological functioning. Paradoxical as this may sound (after all, cross-cultural research owes its existence to differences), a study of cross-cultural similarities, if properly planned, can yield valuable insights. The underlying rationale is simple: Similarities across cultures usually do not require an explanation and can be interpreted at face value whereas differences are usually open to multiple interpretations and require additional explanations. At first sight, one may want to argue that results indicating that two highly similar cultures do not differ significantly with regard to some psychological construct is not very exciting. However, this argument does not hold at all when the cultures differ in many aspects. The more differences on extraneous variables there are between cultures, the more valuable the finding that cultures do not differ on some target variable. All aspects in which the cultures differ can then be assumed to have no influence on the target variable.

When new tests are developed, it becomes customary to report data on the reliability and validity. We welcome and encourage a similar development in cross-cultural research vis-à-vis bias and equivalence. In the beginning era of cross-cultural research, the implicit agenda guiding much research was the demonstration of cross-cultural differences. Cross-cultural research has developed beyond the stage of a mere demonstration of cross-cultural differences into a new era in which the interpretation of these differences is pivotal. Because bias and equivalence are central concepts in the interpretation, their impact can be expected to grow.
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Table 1. Typical Sources for the Three Types of Bias in Cross-Cultural Assessment
(modified after Van de Vijver & Poortinga, 1997)

<table>
<thead>
<tr>
<th>Type of bias</th>
<th>Source of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construct bias</td>
<td>- only partial overlap in the definitions of the construct across cultures</td>
</tr>
<tr>
<td></td>
<td>- differential appropriateness of the behaviors associated with the construct (e.g., skills do not belong to the repertoire of one of the cultural groups)</td>
</tr>
<tr>
<td></td>
<td>- poor sampling of all relevant behaviors (e.g., short instruments)</td>
</tr>
<tr>
<td></td>
<td>- incomplete coverage of all relevant aspects/facets of the construct (e.g., not all relevant domains are sampled)</td>
</tr>
<tr>
<td>Method bias</td>
<td>- incomparability of samples (e.g., caused by differences in education, motivation)(^a)</td>
</tr>
<tr>
<td></td>
<td>- differences in environmental administration conditions, physical (e.g., recording devices) or social (e.g., class size)(^b)</td>
</tr>
<tr>
<td></td>
<td>- ambiguous instructions for respondents and/or guidelines for administrators(^b)</td>
</tr>
</tbody>
</table>
- differential expertise of administrators

- tester/interviewer/observer effects (e.g., halo effects)

- communication problems between respondent and tester/interviewer (including interpreter problems and taboo topics)

- differential familiarity with stimulus material

- differential familiarity with response procedures

- differential response styles (e.g., social desirability, extremity scoring, acquiescence)

<table>
<thead>
<tr>
<th>Item bias</th>
<th>- poor item translation and/or ambiguous items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- nuisance factors (e.g., item may invoke additional traits or abilities)</td>
</tr>
<tr>
<td></td>
<td>- cultural specifics (e.g., incidental differences in connotative meaning and/or appropriateness of the item content)</td>
</tr>
</tbody>
</table>

aSample bias. bAdministration bias. cInstrument bias.
Table 2. Prevalence of the Different Sources of Method Bias in the Five Types of Assessment Procedures

<table>
<thead>
<tr>
<th>Source of method bias</th>
<th>Assessment procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mental tests</td>
</tr>
<tr>
<td>Incomparability of samples (^a)</td>
<td>+</td>
</tr>
<tr>
<td>Differences in environmental administration conditions (physical and/or social) (^b)</td>
<td>+</td>
</tr>
<tr>
<td>Ambiguous instructions for respondents and/or guidelines for administrators (^b)</td>
<td>+</td>
</tr>
<tr>
<td>Differential expertise of administrators (^b)</td>
<td>+</td>
</tr>
<tr>
<td>Tester/interviewer/observer effects (^b)</td>
<td>+</td>
</tr>
<tr>
<td>Communication problems between respondent and tester/interviewer (^b)</td>
<td>+</td>
</tr>
<tr>
<td>Differential stimulus familiarity (^c)</td>
<td>+</td>
</tr>
<tr>
<td>Differential familiarity with response procedures (^c)</td>
<td>+</td>
</tr>
<tr>
<td>Differential response styles (^c)</td>
<td>+</td>
</tr>
</tbody>
</table>

\(^a\)Sample bias. \(^b\)Administration bias. \(^c\)Instrument bias.
### Table 3. Strategies for Identifying and Dealing with Bias in Cross-Cultural Assessment

<table>
<thead>
<tr>
<th>Type of Bias</th>
<th>Strategies</th>
</tr>
</thead>
</table>
| Construct bias | - decentering (i.e., simultaneously developing the same instrument in several cultures)  
- convergence approach (i.e., independent within-culture development of instruments and subsequent cross-cultural administration of all instruments) |
| Construct bias | - use of informants with expertise in local culture and language  
- use samples of bilingual subjects  
and/or - use of local surveys (e.g., content analyses of free-response questions) |
| Method bias | - nonstandard instrument administration (e.g., "thinking aloud")  
- cross-cultural comparison of nomological networks (e.g., convergent/discriminant validity studies, monotrait-multimethod studies, connotation of key phrases) |
| Method bias | - extensive training of administrators (e.g., increasing cultural sensitivity)  
- detailed manual/protocol for administration, scoring, and interpretation  
- detailed instructions (e.g., with sufficient number of examples and/or |
exercises)
- use of subject and context variables (e.g., educational background)
- use of collateral information (e.g., test-taking behavior or test attitudes)
- assessment of response styles
- use of test-retest, training and/or intervention studies

<table>
<thead>
<tr>
<th>Item bias</th>
<th>- judgmental methods of item bias detection (e.g., linguistic and psychological analysis)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- psychometric methods of item bias detection (e.g., Differential Item Functioning analysis)</td>
</tr>
<tr>
<td></td>
<td>- error or distracter analysis</td>
</tr>
<tr>
<td></td>
<td>- documentation of &quot;spare items&quot; in the test manual which are be equally good measures of the construct as actually used test items</td>
</tr>
</tbody>
</table>