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This paper considers the nonlinear regression model with errors that follow the multivariate Student-\( t \) distribution with \( \nu \) degrees of freedom. We specify general conditions on the overall prior structure under which the prior of \( \nu \) is not updated by the sample information, and provide an example in which learning about \( \nu \) is not precluded.

1. Introduction

An interesting topic in regression analysis is the effect of non-Normal error distributions. In particular, distributions with heavier tails, like the Student \( t \), provide attractive alternatives. The seminal work of Zellner (1976) examines the consequences of adopting a multivariate Student \( t \) (MV\( t \)) distribution instead of the usual multivariate Normal (MVN). Zellner (1976) shows that under some restrictions on the prior, the marginal posterior of the regression parameter, \( \beta \), is unaffected by the MV\( t \) assumption. This result was generalized further by Chib et al. (1988), Osiewalski (1991), and Osiewalski and Steel (1990).

Most of the papers that have adopted the MV\( t \) framework have made one important assumption, i.e., the degrees of freedom, \( \nu \), of the MV\( t \) error distribution is known. If this assumption is relaxed, the maximum likelihood method cannot be used to estimate \( \nu \) [cf. Zellner (1976, footnote 6)]. However, a method of moments estimator does exist, and has been provided by Singh (1988).

* This paper was written while the second author was a visiting fellow at CORE, Louvain-la-Neuve, and the third author acknowledges a senior research fellowship of the Royal Netherlands Academy of Arts and Sciences (KNAW).
Especially since the MVN is a limiting case of the MVt (for \( \nu \to \infty \)), it seems particularly interesting to let the data speak for themselves and indicate how far their distribution deviates from Normality. In this paper we pursue the unknown \( \nu \) from an entirely Bayesian point of view and focus on the prior to posterior mapping for \( \nu \). However, due to the fact that in the multivariate framework the entire sample is but one realization from the data density, the observations are not very informative on the properties of the underlying sampling density. We find that prior beliefs on \( \nu \) are sometimes not updated at all. This outcome is shown to hold under certain proper priors and under the 'usual' Jeffreys' type improper prior on the scalar precision parameter \( \tau \). The main results are derived under fairly weak restrictions for a general nonlinear model with an unknown covariance matrix.

Finally, some comments about notation. The symbol \( p \) is used generically to denote density functions, whether proper or not. Specific types of density functions used in the sequel are \( f^\text{MVN}_\nu(w \mid m, C) \) for a MVN density on \( w \in \mathbb{R}^n \) with mean \( m \) and covariance matrix \( C \), \( f^\text{MVt}_\nu(w \mid f, m, C) \) denotes a MVt density with degrees of freedom \( f \), location \( m \) and dispersion \( C \). On \( \nu \in \mathbb{R}_+ \) a gamma density with parameters \( a, b > 0 \) is denoted by \( f_\gamma(\nu \mid a, b) \), whereas a beta distribution on \( \nu \in (0, c) \) with \( a, b > 0 \) has the density function \( f_B(\nu \mid a, b, c) \). Conditional independence of \( g \) and \( \ell \) given \( q \) is denoted by \( g \perp \ell \mid q \).

2. The model

Consider the nonlinear regression model in which a \( n \)-vector of observations, \( y \), satisfies

\[
y = h(X, \beta) + \epsilon, \quad p(\epsilon \mid X, \beta, \eta, \tau, \nu) = f^\text{MVt}_\nu(\epsilon \mid \nu, 0, \tau^{-1}V(X, \eta)),
\]

where \( X : n \times r \) is a set of regressors, \( \beta \) is the regression coefficient vector, \( h(X, \beta) \) is a vector function of \( (X, \beta) \), and \( \epsilon \) is a MVt distributed error vector. More specifically, we make the following assumptions about the quantities in (1):

A.1. Define \( \omega = (\beta, \eta, \tau, \nu) \) and \( (\beta, \eta) = \theta \), where \( \beta \in B \subseteq \mathbb{R}^d \), and \( \eta \in H \subseteq \mathbb{R}^d \), \( \theta \in \Theta \subseteq B \times H \), \( \tau \in \mathbb{R}_+ \) and \( \nu \in \mathbb{R}_+ \).

A.2. \( h(X, \beta) : n \times 1 \) is a known function of \( X \) and \( \beta \).

A.3. \( V(X, \eta) : n \times n \) is a positive definite matrix, and a known function of \( X \) and \( \eta \).

A.4. \( X \) is a random matrix such that the joint density \( p(X, \omega) \) factorizes as \( p(X)p(\omega) \), where \( p(\omega) \) is the prior density of the parameters. We also assume \( p(X) \) is a proper (predictive) density.

Note that the degrees of freedom parameter, \( \nu \), need not be integer. The only requirement is that it be strictly positive. The sampling model in (1) is a nonlinear, elliptical version of the model considered by Zellner (1976). We obtain Zellner's model, which we will refer to as the linear spherical model, simply by letting

A.2. \( \tau = k \) and \( h(X, \beta) = X\beta \),
A.3. \( V(X, \eta) = I_n \), so that \( \theta = \beta \).

The sampling density resulting from (1) is the following \( t \) density

\[
p(y \mid X, \omega) = f_y^n(y \mid \nu, h(X, \beta), \tau^{-1}V(X, \eta)),
\]

which can be represented as a scale mixture of Normal densities

\[
p(y \mid X, \omega) = \int_0^\infty p(y \mid X, z, \omega) p(z \mid X, \omega) \, dz,
\]

where

\[
p(y \mid X, z, \omega) = f_y^n(y \mid h(X, \beta), (z\tau)^{-1}V(X, \eta)),
\]

and

\[
p(z \mid X, \omega) = p(z \mid \nu) = f_G\left(z \mid \frac{\nu}{2}, \frac{\nu}{2}\right).
\]

Note that the proper mixing density, \( p(z \mid X, \nu) \), is independent of \( X \) and the parameters other than \( \nu \). In order to facilitate the posterior analysis in the following sections, we will make use of the representation (3)–(5), and consider the following joint Bayesian model (given \( X \))

\[
p(y, z, \omega \mid X) = p(y \mid X, z, \omega) p(z \mid \nu) p(\omega).
\]

Although we focus only on MVt models here, it can be shown that the results carry over to general scale mixtures of Normals as used in Jammalamadaka et al. (1987), Chib et al. (1988) and Osiewalski (1991), whereas Osiewalski and Steel (1990) derive the equivalent of Theorem 2 for any member in the entire class of elliptical densities.

3. Prior to posterior analysis: proper priors

The focus will be on the prior to posterior analysis for \( \nu \in \mathbb{R}_+ \) in (1). By Bayes theorem, the posterior of \( \nu \) is

\[
p(\nu \mid y, X) = \int p(\omega \mid y, X) \, d\tau d\theta,
\]

where \( p(\omega \mid y, X) = \int p(y, z, \omega \mid X) \, dz / \int p(y, z, \omega \mid X) \, d\omega \, dz \) is the posterior of \( \omega = (\theta, \tau, \nu) \) and \( p(y, z, \omega \mid X) \) is the joint Bayesian model given in (6). In this section, we shall provide sufficient conditions under which the posterior of \( \nu \), \( p(\nu \mid y, X) \), is the same as the prior, \( p(\nu) \). We restrict attention to prior of \( \omega \) that are proper. Consider the transformation

\[(\tau, z) \rightarrow (\phi, z), \quad \phi = \tau z,\]

(7)
with the Jacobian equal to $1/z$. Note that (4) and (7) allow us to conclude that $y$ and $(z, \nu)$ are conditionally independent given $X, \theta$ and $\phi$:

$$y \perp (z, \nu) \mid X, \theta, \phi. \quad (8)$$

From (7) and the fact that $X \perp (z, \omega)$ [which results from A.4 and eq. (5)], it ensues that

$$X \perp (z, \theta, \phi, \nu). \quad (9)$$

Using the properties of conditional independence [see e.g. Mouchart and Rolin (1984)] we infer from (8) and (9) that $y \perp \nu \mid X, \theta, \phi$ and $X \perp \nu \mid \theta, \phi, i.e.$

$$\nu \perp (y, X) \mid \theta, \phi. \quad (10)$$

The latter clearly indicates the fundamental result that if $\nu$ and $(\theta, \phi)$ are independent, then $(X, y)$ and $\nu$ are unconditionally independent, and the marginal posterior of $\nu$ is identical to its marginal prior. In other words, the marginalized likelihood

$$p(y \mid X, \nu) = \int p(y, \theta, \phi \mid X, \nu) \, d\phi \, d\theta$$

$$= \int f_\nu^{-1}(y \mid h(X, \beta), \phi^{-1}V(X, \eta))p(\theta, \phi) \, d\phi \, d\theta, \quad (11)$$

is constant in $\nu$. Thus, in this case the data cannot modify our prior opinions about $\nu$. We summarize this fact in the following theorem which provides a sufficient condition for the impossibility of updating the prior of $\nu$ under proper priors.

**Theorem 1.** Consider (1) under assumptions A.1–A.4 and with proper $p(\omega)$. If

$$\nu \perp (\theta, \phi), \quad (12)$$

where $\phi$ is defined in (7), then

$$\nu \perp (y, X). \quad (13)$$

**Proof.** As we have argued, (10) follows from the hypotheses. However, (10) and (12) are (jointly) equivalent to $\nu \perp (y, X, \theta, \phi)$. This directly leads to the conclusion stated in (13). \(\square\)

In order to illustrate a situation where Theorem 1 holds, i.e., where the prior of $\nu$ is not updated due to independence between $\nu$ and $(\theta, \phi)$, we consider the following example.

**Example 1.** Suppose that we have the proper prior structure

(i) $p(\theta, \tau, \nu) = p(\theta)p(\nu)p(\tau \mid \theta, \nu),$

(ii) $p(\nu) = 0$ if $\nu \leq a, \quad \nu \leq a$

(iii) $p(\tau \mid \theta, \nu)f_\theta(\tau \mid \frac{\nu-a}{2}, \frac{\nu}{2}, \frac{\nu}{d(\theta)}),$
where \( a > 0 \) and \( d(\theta) \) is some known positive function of \( \theta \) or any positive constant. Using the transformation \( \phi = \tau z \), we obtain
\[
p(z | \theta, \phi, \nu) = f_G \left( z = \frac{\phi}{\nu} d(\theta) \frac{\nu - a}{2}, \frac{\nu}{2} \right),
\]
which is only nonzero in the support of \( \tau \) and implicitly imposes the other prior constraint that \( \nu > a \). Furthermore, we get
\[
p(\theta, \phi, \nu) = p(\theta) f_G \left( \phi = \frac{a}{2}, \frac{d(\theta)}{2} \right) p(\nu),
\]
so that (12) holds and the prior of \( \nu \) will remain unaffected by the data. Indeed, the marginalized likelihood (11) becomes
\[
p(y | X, \nu) = p(y | X) = \int f_r \left( y | a, h(X, \beta), \frac{d(\theta)}{a} V(X, \eta) \right) p(\theta) d\theta.
\]
Provided this integral is finite, the results still go through under improper \( p(\theta) \). The proper beta density of \( \tau \) is what crucially triggers the lack of updating, which is quite particular to (iii). All other proper priors for \( \tau \) we have tried fail to produce this result (see e.g. Example 2).

4. Prior to posterior analysis: Improper priors

We now turn to the specially interesting case of the usual improper prior of \( \tau \), which is not covered by Theorem 1, since the arguments made there are not necessarily valid for distributions that are not proper.

**Theorem 2.** Consider (1) under A.1–A.4. Suppose that \( p(\omega) \) is a product measure, \( p(\omega) = p(\tau)p(\delta)p(\nu) \), and
\[
p(\tau) \propto \tau^{-1}, \quad \tau \in R_+,
\]
where the prior of \( \nu \) is proper and functionally independent of (\( \tau, \theta \)). If the posterior of \( \nu \) exists then \( \nu | x, X = \nu(x) \).

**Proof.** From (5), (7) and (14),
\[
p(\phi, z, \theta, \nu) \propto \phi^{-1} p(z | \nu) p(\delta) p(\nu)
\]
and the marginal posterior of \( \nu \) is
\[
p(\nu | y, X) \propto p(\nu) \int_{\theta_0}^{\infty} \int_0^{\infty} f_N(y | h(X, \beta), \phi^{-1} V(X, \eta)) \phi^{-1} d\phi p(z | \nu) dz p(\theta) d\theta,
\]
\[
\propto p(\nu) \int_{\theta_0}^{\infty} p(\theta) |V(X, \eta)|^{-1/2}
\]
\[
\times \left[ (y - h(X, \beta))^T V(X, \eta)^{-1} (y - h(X, \beta)) \right]^{-n/2} d\theta,
\]
so the result is immediate. \( \square \)
Theorem 2 says that, if the integral in (15) is finite, the improper prior (14) of the precision parameter together with the (functional) prior independence between \( \theta \) and \( \nu \) are sufficient to prevent updating the prior of \( \nu \). The marginalized likelihood \( p(y \mid X, \nu) \), which is then proportional to the integral in (15), is constant in \( \nu \). The result in Theorem 2 holds under a Jeffreys' type prior on \( \tau \). If instead, we are informative on \( \tau \) without using (iii), we can extract some information on \( \nu \) directly from the data, even if we are not informative on the coefficients.

**Example 2.** In the linear spherical model, obtained by A.2' and A.3', we adopt the following improper prior:

\[
\begin{align*}
(iv) \quad & p(\theta, \tau, \nu) = p(\beta) p(\tau) p(\nu), \\
(v) \quad & p(\beta) = c, \quad \beta \in \mathbb{R}^k, \\
(vi) \quad & p(\tau) = f_G \left( \tau \mid \frac{a}{2}, \frac{b}{2} \right),
\end{align*}
\]

where \( a, b, c \) are positive constants. In this example, \( X \) is of full column rank \( k \), and the complete Bayesian model (6) is given by (in terms of \( \phi = \tau z \))

\[
p(y, \beta, \phi, z, \nu \mid X) = \text{cf}_0^\nu(y \mid X\beta, \phi^{-1}I_n) f_G \left( \phi \mid \frac{a}{2}, \frac{b}{2z} \right) f_G \left( z \mid \frac{\nu}{2}, \frac{\nu}{2} \right) p(\nu).
\]

Letting \( \hat{\beta} = (X'X)^{-1}X'y \), \( s^2 = (y - X\hat{\beta})'(y - X\hat{\beta}) \), and performing analytical integration w.r.t. \( \beta \) and \( \phi \) we obtain the following formula for the posterior pdf of \( \nu \):

\[
p(\nu \mid y, X) \propto p(\nu) \int_0^\infty (b + zs^2)^{-1/2(a+n-k)} z^{1/2(n-k)} f_G \left( z \mid \frac{\nu}{2}, \frac{\nu}{2} \right) dz. \tag{16}
\]

Clearly, there is updating for \( \nu \) now. In the limit case as \( b \to 0 \), the integral in (16) exists if \( \nu > a \), so if we add (ii) we obtain in the limit

\[
p(\nu \mid y, X) \propto p(\nu) \nu^{a/2} \Gamma \left( \frac{\nu - a}{2} \right) \Gamma \left( \frac{\nu}{2} \right). \tag{17}
\]

If we also let \( a \to 0 \), the prior in (vi) will tend to the Jeffreys' type prior in (14) and updating will be lost, which is also immediate from (17).

5. Conclusion

This paper focusses on a general class of nonlinear MVt error models and discusses Bayesian inference on the degrees of freedom parameter \( \nu \). We have provided sufficient conditions under which the prior of \( \nu \) is not updated by the sample and examined a special case with updating.
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